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Abstract

Superconductivity is a low-temperature quantum state of matter, marked by the vanishing of electrical resistance
and the expulsion of magnetic flux fields. A thorough microscopic understand of superconductivity was gained
through the seminal theory by Bardeen, Cooper, and Schrieffer (BCS theory), in which electrons are bound
into so-called Cooper pairs by an attractive interaction in the material. In this theory the origin of the attractive
interaction is the coupling of electrons to lattice vibrations which makes electrons pair together in a relative
orbital s-wave state.

In the last decades, superconductors with properties that cannot be explained by the predictions of BCS
theory have been discovered. The pairing mechanism in these unconventional superconductors remains incom-
pletely understood, however, a symmetry-based phenomenological approach has proved to be very useful in
determining the stable superconducting states and gap structures even if the pairing mechanism is unknown.
More recently, materials with strong spin-orbit coupling have moved into the focus of attention due to their
possible unconventional superconductivity. The mixing of orbital and spin degrees of freedom imposes strong
constraints on the permissible Cooper pair structures but can be favourable for interesting exotic phenomena.

In this thesis we will theoretically study the physics of superconductors with strong spin-orbit coupling.
Using field theory techniques and group theory arguments we investigate the properties of orbitally non-
trivial pairing states. The presence of multiple bands qualitatively changes the nodal structure of an inversion-
symmetric time-reversal symmetry-breaking superconductor. Instead of point or line nodes, the gap exhibits
extended nodal pockets, called Bogoliubov Fermi surfaces.

These surfaces originate from the “inflation” of point and line nodes in the absence of time-reversal symmetry.
We present a comprehensive theory for Bogoliubov Fermi surfaces and investigate their thermodynamic stability
in a paradigmatic model. We find that a pairing state with Bogoliubov Fermi surfaces can be stabilized at
moderate spin-orbit coupling strengths. Our results show that Bogoliubov Fermi surfaces of experimentally
relevant size can be thermodynamically stable.

Strontium ruthenate (Sr,RuO,) has long been thought to be the textbook example of an odd-parity spin-
triplet chiral p-wave superconducting state. However, recent spin-susceptibility measurements have observed a
singlet-like response and cast serious doubts on this prediction. We propose an alternative even-parity pairing
state, which is consistent with the new experimental observations. This state can be energetically stable once a
realistic three-dimensional model of Sr,RuQ, is considered. This state naturally gives rise to Bogoliubov Fermi

surfaces.
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Chapter 1

Introduction

Superconductivity was discovered in 1911 by Kamerlingh Onnes [1] during experiments with liquid helium
where it was noticed that the electrical resistance of mercury vanished below a temperature of 4.2K with a
sharp drop. During experiments on the magnetic field distribution outside superconducting samples Meissner
and Ochsenfeld [2] discovered that the sample expelled the field. The phenomena of vanishing electrical
resistance and expulsion of magnetic flux fields are the defining characteristics of superconductivity. The
origin of superconductivity posed a big mystery to the physics community for a long time. After many failed
attempts [3] to describe this low-temperature state of quantum matter and the purely phenomenological theories
by Pippard [4], London and London [5], and Ginzburg and Landau [6, 7], the seminal proposal by Cooper
[8], that electrons bind together in pairs, led to the development of a comprehensive microscopic theory
of superconductivity, today known as BCS theory after its creators Bardeen, Cooper, and Schrieffer [9, 10].
During early experiments with elemental superconductors, such as Hg [11, 12], it was discovered that the critical
temperature at which superconductivity sets in is related to the ionic mass of the atoms in the crystal [13, 14].
This phenomenon is known as isotope effect and indicates that superconductivity depends on the electron lattice
interaction. This led to the identification that the attractive force that binds the electrons in pairs finds its origin
in the electron-phonon interaction [15].

The starting point of BCS theory is that the normal state of the superconductor can be accurately described
by a Fermi sea of non-interacting electrons, i.e. the normal state is a metal. The existence of a Fermi surface
simplifies the problem tremendously, because it reduces the scattering problem in the three-dimensional Fermi
sea to a two-dimensional one on the Fermi surface. This also results in the fact that superconductivity can arise
from an infinitesimal attractive interaction, whereas usually a finite attractive interaction is required to form a
bound state in three dimensions [15].

The origin of the attractive interaction is rooted in the electron-phonon coupling. This is generally assumed
to be local and momentum-independent, due to the weakness of the electron-phonon coupling and the vastly
different time-scales of electronic and lattice vibrations [15]. Because of the local pairing in combination with
Pauli’s exclusion principle, in BCS theory electrons form Cooper pairs in a spin-singlet state with a total angular
momentum of zero, i.e. a relative s-wave orbital state. However, this implies that these Cooper pairs are very

sensitive to Coulomb repulsion.

1.1 Unconventional Superconductors

The validity of BCS theory has been challenged with the discovery of unconventional superconductors, where
the experimental phenomena differ substantially from the predictions of BCS theory. Deviations were first
discovered in the heavy fermion compounds [16, 17] where the localized magnetic moments were expected to
strongly disfavor superconductivity, such as CeCu, Si, [18], UBe,; [19], and UPt; [20]. The most astonishing de-



300 T T T
-0-BCS LaH,,,, (200 GPa) «— 0°C
—4— Cuprates R o
250 | o i |
@ ﬁez‘g’df:;mlons LaH,, (170 GPa)
¢ . y¢ hand H,S (155 GPa)
200 1 Frolxll- ase: ¢ -
v cl;rtf;;nisased HgBaCaCuO (30 GPa)
150 |- 7 « liq. CF,
_ TIBaCaCuO ¢ HgBaCaCuO
Z )
o BiSrCaCuO
= 100 |- .y B
> YBaCuO
£ —lig. N,
k]
g8 50} l
g
5 Cs3Cg (1.5 GPa) MgB,
S aof v ® ]
g CsRbCy,
LaSrCuO v
30} LaBaCuQ o ]
Nb;Ge
@ <
| Nb,Sn PuCoGag Jelia H
20 NbN g v GG T
® {(ssi K;Ceo 163GP)® Nt
PURhGa; 2
10~ Pb @ Nb : ’ )
) UPt, Al CeClr nd Cu,Bi,Se;
®Hg  CeCu,Si, UBe;; |URusi, UPhAL SnRuo,  Cetomns 4 ® ypiBi TBLG | « liq. He
0 | T e Qo T 9 () SWNTA diamond e ! °
1900 1940 1980 1985 1990 1995 2000 2005 2010 2015 2020

Year

B Figure 1.1. Timeline of transition temperatures in conventional and unconventional superconductors. Not all known
superconductors are listed here and the selection is opinionated. Many compounds can be grouped into families which is
indicated by colors and plotmarks. For a long time the cuprates were the only high-T, family until the discovery of the iron-
based superconductors. Recently the family of the hydrides has attracted some attention, because their superconductivity is
BCS-like with a very high transition temperature.

velopment in this direction came with the discovery of “high T.” superconductivity in Las_,Ba, CusO5;_, [21]
with a critical temperature far beyond what was believed to be possible. This discovery led to an extensive
survey of related compounds sharing the copper-oxide structure. The most well-known member of the family
of these so-called cuprates are YBa, Cu;0,_s [22] (T, = 93K) and Bi,Sr,CaCu,Og,, [23] (T, = 105K) whose
critical temperature exceeds the melting point of liquid nitrogen which opened up the route for all kinds of
technical applications [24]. In Fig. 1.1 we show a timeline of transition temperatures in high-temperature
superconductors.

One key difference to conventional superconductors is that the cuprates, being ceramics, are insulating and
show only ambiguous signs of an isotope effect. Superconductivity develops upon doping these compounds
with holes away from the insulating state at zero doping which exhibits antiferromagnetic order. This indicates
that the mechanism behind the pairing is no longer driven by the electron-phonon interaction but by magnetic
fluctuations of the electrons themselves. However, without a strong electron-phonon interaction, the local
Coulomb repulsion cannot be overcome such that the electrons can no longer form Cooper pairs in an orbital
s-wave state, because the Coulomb repulsion will drive them apart.

For more than two decades, the cuprates stood alone as the only family of high-temperature superconductors
until superconductivity was discovered in the iron pnictides [25, 26]. Similar to the cuprates, superconductivity
in the iron pnictides also arises upon doping a parent antiferromagnetic state, however, the correlations are



believed to be weaker than in the cuprates [27, 28].

The Fermi surface of the hole-doped cuprates is relatively simple and can be described using only a single
band. The situation is vastly different for the iron-based superconductors that were discovered during the last
decade [29-34]. In these compounds the electrons have an additional orbital degree of freedom. This results in
multiple band crossing the Fermi energy. Hence the formation of Cooper pairs within a single band may pair
electrons from different orbitals and it is also possible to pair electrons from different bands. This gives rise to a
whole new zoo of possible pairing states with exotic properties.

Recently, materials with strong spin-orbit coupling have moved into the focus of attention, due to their
unconventional superconductivity, such as the inversion symmetry-breaking compound CePt;Si [35-37], locally
non-centrosymmetric Cu, Bi,Se; [38, 39], or the topological half-Heusler semimetal YPtBi [40]. The strong cou-
pling of spin and orbital degrees of freedom places constraints on the ways the electrons form Cooper pairs. This
can nevertheless give rise to or even be beneficial for exotic phenomena such as topological superconductivity.

The class of unconventional superconductors to which the heavy-fermion systems, the cuprates, and the
iron pnictides belong remains incompletely understood until today. Whereas in the case of a conventional
superconductor, the local electron-phonon interaction always favors a spin-singlet in an orbtial s-wave state,
the existence of strong correlations in unconventional superconductors is usually detrimental to such a local
pairing state. Instead, to avoid the on-site Coulomb repulsion, electrons form pairs with higher orbital angular
momentum to reduce their probability density at the origin. This however also implies that the gap will have
nodes in momentum space. When these nodes intersect the Fermi surface the excitation spectrum is no longer
tully gapped. A superconductor gains energy over the normal state by opening a gap, however, nodal regions
do not contribute to this. Therefore, there is a delicate balance between energy loss through Coulomb repulsion

and energy gain through opening a gap.

1.2 Symmetries

Symmetry considerations are a major part of solid state physics. The structure of crystalline solids is invariant
under the operations of the space group, which combines the crystallographic point group of the unit cell
with the translations of the underlying Bravais lattice. The symmetry operations of the point group consist of
reflections, rotations, and improper rotations in symmorphic systems. Non-symmorphic systems may have
addtional screw axis and glide plane symmetries. The quantum states can then be classified according to
these symmetries within the formalism of group theory [41]. This provides us with a framework to classify
unconventional superconductors.

Since we are interested in the formation of superconductivity from fermions in a crystal, the fermions have
to be described by a normal-state Hamiltonian that is invariant under the symmetries of the lattice. The pairing
potential is also subject to these symmetries, which puts constraints on which pairing states are allowed and
enables us to classify the pairing potential according to the irreducible representations of the point group [42].
It turns out that for the cuprates the most likely pairing state is one with d,>_,.-wave symmetry on the square
lattice, resulting in nodes along the Brillouin zone diagonals.

The crystallographic symmetries are not the only ones important for superconductivity. A Cooper pair is a
bound state of two fermions and therefore it has to obey the Fermi statistics and therefore change its sign under
the exchange of particles. This requirement has been named fermionic antisymmetry. Another important
property is time-reversal symmetry, which in fermionic systems is related to Kramers” theorem which implies

a double degeneracy of states with half-integer spin in the presence of time-reversal symmetry. However, a



Cooper pair has integer spin and can therefore spontaneously break time-reversal symmetry.

Some point groups have degenerate representations, i.e. there will be multiple allowed pairing states with the
same symmetry. Since the superconductor only has a single pairing potential, it may be a linear combination of
all the states with the same symmetry. Take as an example the p, - and p,,-wave on the square lattice where they
occupy the E,, representation. These two states transform into one another under the symmetries of the lattice
and can therefore be combined together into a (p, +ip,)-wave state. This is referred to as a multi-component
order parameter (42, 43].

The pairing potential as a whole has a gauge freedom with respect to global phases. However, the relative
phase difference between the individual components is still important, because it might transform non-trivially
under the time-reversal operation. Generally speaking when the pairing potential has multiple components
and their relative phase differences are not real numbers, then the result will break time-reversal symmetry.

Evidence for a multi-component order parameter has been detected in a variety of compounds from different
classes, such as superfluid *He[44], heavy-fermion superconductors, like the Uranium-based compounds
UPt; [45, 46], UBe;3 [47], and URu,Si, [48] or PrOs,Sb,, [49, 50], the layered-perovskite Sr,RuO, [51, 52],
the non-centrosymmetric superconductor SrPtAs [53], and epitaxial Bi/Ni bilayers [54]. The multi-component
nature of the order parameter manifests itself in broken time-reversal symmetry in most of these compounds,
but there are also superconductors where a nematic state is more favourable by the underlying microscopics,
e.g. Cu,Bi,Se; [38].

The electronic structure of the cuprates is well-described by only a single band, however, in many materials
the fermions have additional degrees of freedom, such as orbital, valley, or sublattice. For simplicity we will
refer to all of these as orbital degrees of freedom. The inclusion of an orbital degree of freedom extends the
symmetry classification and pairing states are no longer restricted to spin-singlet and -triplet. Hence an s-wave
orbital-antisymmetric spin-triplet pairing state can be in the same symmetry class as the earlier mentioned
dya_ y
also give rise to nodes and appear as a d,_,>-wave form factor at the Fermi surface. Although the lack of

2-wave spin-singlet state. Because the orbitally non-trivial pairing state has the same symmetry it will

momentum-dependence of the pairing potential itself implies an s-wave pairing state, because it has nodes
we refer to this as an anomalous s-wave state. Orbitally non-trivial superconductivity has gained considerable

attention over the last decade and has been proposed and studied in a large number of disparate system [55-81].

1.3 Outline

This thesis is organized as follows. Chapter 2 provides an introduction to the field of unconventional supercon-
ductivity. After a brief review of the conventional BCS theory we will move on to a generalized formulation

of BCS theory and finally discuss superconductivity in multi-band systems. Using group theory arguments

we show how to classify the superconducting states according to the symmetries of the lattice. For orbitally

non-trivial pairing states in multi-band systems, this gives rise to the anomalous s-wave states.

In Chapter 3 we will combine the concepts introduced in Chapter 2 and construct multi-component order
parameters that break time-reversal symmetry from anomalous s-wave states. This can lead to interesting new
physics because broken time-reversal symmetry gives rise to a magnetic ordering that lifts the spin degeneracy
and inflates the nodes in momentum space into so-called Bogoliubov Fermi surfaces. These Fermi surfaces are
topologically protected by a Z, invariant. The appearance of the Bogoliubov Fermi surfaces can be understood
in terms of a low-energy effective model. We then demonstrate some of the phenomena in a paradigmatic model
of j = 3/2 fermions in the cubic crystal system and discuss the possible pairing states in a phenomenological



weak-coupling theory.

The topological protection renders the Bogoliubov Fermi surfaces robust against symmetry-preserving
perturbations. However, their existence depends on the relative thermodynamic stability of a time-reversal
symmetry-breaking pairing state in contrast to one that preserves time-reversal symmetry. To this end, in
Chapter 4 we construct the mean-field phase diagram for the paradigmatic model introduced in Chapter 3 as a
function of spin-orbit coupling and temperature. We find a rich phase diagram which supports thermodynami-
cally stable Bogoliubov Fermi surface and discuss some experimental signatures.

Recently the unconventional superconductor Sr,RuO, [82] has attracted a lot of attention. After its discovery
in 1994 the pairing symmetry of this compound was proposed to be an odd-parity chiral p-wave state [83],
however a recent revisiting of nuclear magnetic resonance experiments has cast serious doubts on these initial
proposals [84, 85]. In Chapter 5 we propose an alternative pairing state that is consistent with the experimental
situation which is an anomalous s-wave pairing state with Bogoliubov Fermi surfaces.

We conclude in Chapter 6 and provide an outlook into future research motivated by the findings in this

thesis.






Chapter 2

Introduction to unconventional superconductivity

In this chapter we will briefly review the formulation of conventional BCS theory and then generalise it to non-
spin-singlet pairing. Finally we will discuss some phenomena that emerge when considering superconductivity
in a system with multiple bands. These discussions lay the mathematical foundation for the subsequent chapters

and aim to provide a glimpse into the field.

2.1 BCS theory

Before we begin to generalise the BCS theory, we briefly review what is commonly known as “conventional”

BCS theory. For this we start from the pairing Hamiltonian
1
— T Tt
H = kack)ack,g +— Z 9k 1€k Cker 1 Skl 1> (2.1)
ko N k.k'

where the operator ¢, annihilates an electron with momentum k and spin 0. The first sum describes the
normal state of the electrons, where & = ¢, — y comprises the dispersion ¢, and the chemical potential y. The
second term describes the pairing interaction between electrons with an effective attractive interaction potential
g. In the original proposal of BCS theory, the origin of this attractive interaction is the electron-phonon
interaction [9, 10, 15].

In the next step we perform a mean-field decoupling of (2.1), i.e. we decompose a product of operators A
and B by writing it as a sum of the expectation value and the fluctuations around it. That is to say

AB = ((A) + A)((B) + B), (2.2)
where (-) denotes the expectation value and tilde denotes fluctuations around the expectation value. It follows
AB = (A)B + A(B) — (A)(B) + AB. (2.3)

The mean-field approximation is now that the fluctuations around the expectation value are small and hence

the product of fluctuations will be negligible. With that we arrive at
AB = (A)B+ A(B) — (A)(B). (2.4)

In the pairing Hamiltonian we identify the annihilation operator A = c;z’Tcik’ | and the creation operator

B = c_y1, cxr 1 of a Cooper pair. Then we have

1
Hyp = Zﬁkclzack,a + N Z g(“;,TCik,l)C—k’,lck’,T + Clt,Tcik,l <C—k',1ck’,T> - <C;,Tcik,1><c—k',lck’,T>)~ (2.5)
k.o k.k'



Here we introduce the superconducting order parameter which is essentially the expectation value of a Cooper

pair creation operator

1
A= ﬁ Z g<C*k,lck,T>' (2.6)
k

This quantity is also referred to as the pairing potential. Here the pairing takes place between quasiparticles
with opposite momentum and opposite spin. Plugging in the order parameter, the Hamiltonian reads
N|AP

Hyp = kac;g’gck’g + Z(A*C—k,lck,T + Ac;’Tcik)J - s (2.7)
ko k

It is often convenient to write the resulting equation in matrix form

2
=3ty ea)(% 2 )(20)-Me0 vy o
k - k

h
C k| g

The Hamiltonian can be diagonalised using the Bogoliubov transformation with the assumption that & is even,

ie. & = & x. We introduce new fermionic operators yy

Gt = UVit UV iy = vivir Uyl (2.9)

The coeflicients 1 and v are complex numbers. Their magnitude is given by

1 §
| = E(1 + W), (2.10)
|ug|* = %(1 - E—k>, (2.12)

Vée + AP

and they follow the constraint |u|*> + |vg|*> = 1. The transformation is unitary and therefore retains the
anticommutation relations of the fermionic operators. This transformation diagonalises the matrix Hamiltonian

E 0 N
Hyp = Z (VII,T’ Y—k,l) ( Ok _Ek) < Vel ) - E|A|2 + ;Ek. (2.12)

B
k Y-k,|

The additional last term ), & stems from the anti-commutation relations of the fermionic operators. However,
it only contributes an overall constant energy offset, so it is usually neglected. The energy eigenvalues Ej
determine the excitation spectrum in the superconductor,

E = \& + A2 (2.13)

The quasiparticles are gapped out by 2|A| at the Fermi surface. In Fig. 2.1 we show a quadratic dispersion of
free fermions which is gapped out by superconductivity. More details on the theory of conventional supercon-
ductivity can be found in [86].

2.2 Generalised BCS theory

However, this conventional theory of superconductivity has shortcomings. The phonon-mediated pairing it is
built upon cannot explain the unusually high critical temperatures in the cuprates and the pnictide superconduc-

tors. Superconductivity in these materials usually arises by doping away from a magnetically ordered state. As



M Figure 2.1. The normal state dispersion is shown in blue, which is Nambu doubled. The excitation spectrum of a conven-
tional BCS superconductor is shown in orange. A full isotropic gap opens at the Fermi surface.

the magnetic order is suppressed superconductivity may emerge as a result of strong spin fluctuations [87]. For
the theory of superconductivity that means that we can no longer safely assume that g is independent of spin
and momentum. We have to move on to a generalised BCS theory. Let us write again the pairing Hamiltonian

1
— T .
H= kack’ack)a + N Z Vi k10,0004, Sk, C ks, k' 03 Sk - (2.14)
k.o k'
01020304

The pairing interaction is now a complicated function of both spin and momentum. We can immediately infer

the following constraints from the anti-commutation relations of the fermionic operators in (2.14)

Vk,k’;(rltr20304 = _V—k,k’;ofzal%a4 = _Vk,—k’;01020403 = V—k,—k’;02010403- (2.15)

Performing a mean-field decomposition analogous to the conventional case before, we identify the generalised
pairing potential as

Ak;alazz Z Vk,k’;0‘10‘20'30‘4<C*k’,0'3ck’,0‘4>‘ (2.16)

k' 030,
This expectation value contains two fermionic annihilation operators, i.e. it annihilates a two-fermion state. As
such, this two-fermion state has to obey the proper statistics, which requires that the state is overall antisym-
metric under particle exchange
A ko0, = ~Diioy0,- (2.17)
We will henceforth refer to this requirement as fermionic antisymmetry.

Analogous to the conventional theory we may write Hamiltonian in Bogoliubov-de-Gennes (BdG) form:

_ Lyt [ &0 AK)
Hyir = ;‘Ifk (AT(k) _gka()) ¥, +K, (2.18)

with the Nambu spinor W = (¢g 1, ¢k, » cfk’T, cik) l)T and the C-number contribution
1
— Tt
K = z Ek - 5 Z Z Vk,k’;01,02,03,04 (Ck,U1 C—k,(72 > (C_kl,a3 Ckl,0-4>. (2.19)
k kk' 0,,05,03,04

The prefactor of 1/2 in front of (2.18) is due to the fact that in the Nambu spinor there are now creation and
annihilation operators for both spin up and spin down, i.e. the number of fermions has been doubled. To reverse



the double counting, we divide by two or alternatively the momentum space summation could be limited to
only half the Brillouin zone.

The additional spin degree of freedom in the Nambu spinor implies that the pairing potential A(k)isa 2 x 2
matrix. Because the three Pauli matrices and the unit matrix form a basis for all 2 x 2 matrices, we may write

the matrix pairing potential as a linear combination.

Ay A
ARy =" "N = yio, +d, - oio, (2.20)
A Ay

where 6 = (0,0, 03)7 is the vector of Pauli matrices. Now fermionic antisymmetry implies
A(k) = -AT (-k). (2.21)

This is one of the most important principles when determining the pairing states. This means also that in the

decomposition (2.20)
Vi = Vg di = —dg, (2.22)
i.e. the pairing function of the singlet is always even, whereas the pairing vector of the triplet is always odd in
momentum. The matrix pairing potential is called unitary if the product AA" is proportional to the unit matrix,
otherwise it is called non-unitary.
To determine the electronic structure of the superconductor we introduce a generalised Bogoliubov trans-
formation, which now also takes into account the spin degree of freedom,

U  Ug
¥ = ( S >Fk, T = Wowr Voo Voo Ve )T (2.23)
U_k M_k

where u; and vy are now 2 x 2 matrices. This diagonalises the mean-field Hamiltonian and we find

Ee, O 0 0
1 0 E 0 0
Hyw=- YT} e~ T, + K, 2.2
ME 2; 3 0 E,, 0 k (2.24)
0 0 0  ~E_

where the electronic dispersions can take on the two forms

singlet:  Ep = Ep, = \& + |yl

(2.25)
triplet: Eys = & + di | £ |dj x di .

Here we have assumed that the pairing function has a definite parity, i.e. it is either even or odd in momentum.
This is possible if the underlying crystal has a centre of inversion and therefore the electronic states possess
inversion symmetry. We also find that the degeneracy of the excitation spectrum is lifted in the case of triplet
pairing when |d} x dj| is non-zero.

On a side note, inversion symmetry is not a requirement and there exist materials without a centre of
inversion, such as MnSi and CePt;Si [35]. In this case singlet and triplet pairing can coexist which gives rise to
many interesting phenomena in these non-centrosymmetric superconductors [88, 89].

The energy eigenvalues in (2.25) will only vanish when & = 0 and |y;| = 0 in the singlet case or |d|* +
|dj. x dji| = 0 in the triplet case at the same time. The conditions that the superconducting term is vanishing
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M Figure 2.2. The three different types of nodal gap structures. In transparent grey we show the normal-state Fermi sphere,
overlaid with the nodal lines and points in red. In the conventional BCS theory there is always a full gap, however, if we
take the spin degree of freedom into account, the gap can vanish on the normal-state Fermi surface at points or along lines.
The location of the point and line nodes in this picture is enforced by symmetry.

is only satisfied on lines or planes in momentum space, resulting in only point or line nodes on the Fermi
surface, respectively. In Fig. 2.2 we show different configurations of symmetry-enforced nodes for a quadratic
normal-state dispersion, i.e. the Fermi surface is a sphere. Generally the shape and position of these nodes is

dictated by symmetry, as we will see in the next section, but accidental nodes are possible.

2.2.1 Symmetries of the normal state

Symmetries are important for the selection of the pairing wave function, so we will study this on the example
of an electronic system with a single band in two dimensions on the square lattice, which is often used as a toy
model for the cuprates. Since we are describing electrons in a crystal system, the Hamiltonian in (2.14) must be
invariant under transformations representing the elements of the appropriate point group. The crystal structure
of the cuprates forms a tetragonal crystal system, whose associated point group is D,;,, which we also use for
our single band system. The elements of this group are

Dy, = {E,2C,,C,,2C},2CY , 1,2S,, 0, 20,,20,}, (2.26)

where E is the identity, 2C, are clockwise and counterclockwise four-fold rotations around the z axis (principal
axis), C, is a two-fold rotations around are the z axis, 2Cj are two-fold rotations around the x and y axis, 2CJ'
are two-fold rotations around the axes x = y and x = —y, I is inversion, 2S, are rotoinversions which are
combinations of 2C, and I, oy, is reflection at the z = 0 plane, 20, are reflections at the x = 0 and y = 0 planes,
and 20, are reflections at the (x — y) = 0 and (x + y) = 0 planes.

In the present case there is only a single band, so we don’t have to worry about orbital degrees of freedom.
Hence we only have to look at the transformation of the spin under the crystal symmetries. A general spin

rotation by angle ¢ around the axis parallel to the vector n is given by
) . h
C,(¢) = exp(—zgn . S) with S = Ea. (2.27)

The reflection of a spin at plane with normal vector n is equivalent to a rotation by 7 around the axis parallel to
n, as illustrated in Fig. 2.3. This behaviour stems from the fact that a spin carries a magnetic dipole moment



Reflection Rotation

M Figure 2.3. For a spin the symmetry operation of reflection at a plane with normal vector n is equivalent to a rotation by 7
around the axis parallel to n.

and therefore inherits the same pseudovector structure under improper rotations such as reflection. Hence the

reflection operation for spins takes the simple form
0, =in-o. (2.28)

With these generic properties we can easily derive the matrix form of the symmetry operations in Dy, in the
basis of the Pauli matrices

Cy = exp(—i%%), Ci(x) = exp<—i§ol>, Clx=y)= exp(—i%%),
. . .01 — 0,
oy, = i03, o,(x) = io,, oyx=y)= zT.

We assume the presence of an inversion centre and no non-trivial sublattice structure, such that the inversion

operator acts trivially on spin. Inversion symmetry I is implemented by the unitary operator Up
I: UpH(-k)U} = H(k), Up = a,. (2.29)

Now we can determine the character of the Pauli matrices with respect to these operations. The behaviour
of the i-th Pauli matrix o; under the operation represented by the matrix A is determined by A'o;A. If this
evaluates to +0; we denote this by +1, otherwise we give the resulting matrix. These are listed in the following
table, where we have omitted the identity and inversion because they are trivial and the rotoinversion because

it corresponds to C, in the case that inversion is trivial

C, C C o o, o4

o, +1 +1 41 +1 +1  +1
o o0 +1 o -1 -1 -0, (2:30)
o, -0y -1 o -1 +1 -0
o +1 -1 -1 +1 -1 -1

As we can see, the matrices 0 and o; are closed under the set of operations, i.e. we can assign them uniquely to
an irreducible representation. The matrices o, and ¢, transform into one another under the operations, which
means that they belong to a two-dimensional irreducible representation. Comparing the character of the Pauli
matrices that we just determined with the character table of D, in Tab. A.1in the Appendix, we find

0p €Ay fo,00} € Ef 03 € Ay (2.31)



Having determined the transformation properties of the basis matrices we can now proceed to construct
the normal-state Hamiltonian. Since the normal-state Hamiltonian describes the motion of free electrons in
the Dy, crystal system, it has to be invariant under the operations of the point group and therefore transform

like A, ;. The Hamiltonian is given by
H =) OLH(k)Dy (2.32)
k

with the Nambu spinor @y = (¢ 1, ¢k, ) and the BdG-Hamiltonian H(k), which can be expanded in terms of
the basis matrices with scalar coefficients h; (k)

4
H(k) = Z h;(k)o; = &oy +1(k) - 0. (2.33)
i=0
This is usually expressed in the “pretty” form on the right hand side, where we have separated the spin-
independent term proportional to o, from the spin-dependent term proportional to the Pauli vector. This form
of spin-dependent hopping is identified with spin-orbit coupling, which commonly breaks inversion symmetry.
For the Hamiltonian to transform like A, , each term has to transform like A, ;, which implies that the
coeflicient h;(k) has the same symmetry as the corresponding matrix o;. For example, o; transforms like A, ,
therefore h; (k) has to transform like A,,. Usually the corresponding polynomials of a few low orders are given
alongside the character table in many textbooks. Table A.2 in the Appendix lists the rotations and Cartesian
products for the D, point group up to fifth order (g-wave).
Further we assume that the normal-state Hamiltonian preserves time-reversal symmetry. The effect of time

reversal can be summarised by

Tik—-k |1)—ID I)—>-T i—--i (2.34)

This can be cast into the form of an anti-unitary operator 7 = UrXC, which can be written as the combination
of a unitary operator Uy and the anti-unitary complex conjugation K. Applied to the BAG-Hamiltonian this
implies

T: UpH*(-k)U} = H(k), Uy = io,. (2.35)

The form of the unitary part is specific to the present model with a single band.

The terms proportional to the Pauli vector must break either time-reversal or inversion symmetry, but
the Dy, point group requires inversion symmetry and we will further assume that time-reversal symmetry is
preserved. From Tab. A.2 in the Appendix we extract the two lowest orders for A, ; and truncate the resulting
expression at nearest neighbour hopping to construct the spin-independent dispersion

& = —2t(cos(ka) + cos(kya)) — 4t' cos(k,.a) cos(kya) - y, (2.36)
with the nearest neighbour hopping ¢, next-nearest neighbour hopping ¢', chemical potential g, and lattice

constant a.

2.2.2 Symmetries of the pairing potential

Since the Hamiltonian (2.14) has the symmetry group of the lattice, so does the pairing potential. Similar to
the normal-state Hamiltonian, we can expand the pairing potential in the basis of the Pauli matrices with

symmetry-related coefficients.
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M Figure 2.4. Types of nodal gap structures for the three momentum-dependent even-parity gap functions in (2.37). The
colour represents the sign and the magnitude of the gap normalised to the maximum in momentum space. Black solid lines
denote the normal state Fermi surface.

Even-parity spin singlet
We can easily construct the singlet pairing states because they are scalar, so we simply have to choose form

factors of the appropriate symmetry from Tab. A.2 in the Appendix. For spin-singlet pairing up to next-nearest-
neighbour the possible gap functions are

irrep Vi name pairing
Ay A, s-wave on-site
Ay (cos(k,a) + cos(kya)) extended s-wave nearest neighbour (2.37)
By, Ay(cos(k,a) - cos(kya)) dxz_yz -wave nearest neighbour
By, 247 sin(k,a) sin(k,a) d.,-wave next-nearest neighbour
E, A, sin(k,a){sin(k,a), sin(kya)} dxz/d},z-wave next-nearest neighbour

Here we have left out the A, irrep because the lowest order is g-wave, which corresponds to a next-next-next-
nearest neighbour hopping which is longer in range than the normal-state hoppings. The E irrep can also
be discarded because we are only considering a two-dimensional system and the corresponding ;. contains
an out-of-plane pairing term. The momentum-dependent pairing potentials in (2.37) all vanish along lines in
momentum space. If they happen to intersect the Fermi surface, the excitation spectrum will exhibit a node
as well, as already discussed in the context of (2.25). In Fig. 2.4 we show the magnitude of the momentum-
dependent pairing potentials in the first Brillouin zone, overlaid with the normal-state Fermi surface. The
extended s-wave (A, ) pairing may or may not have nodes, depending on the band parameters of the normal-
state. Because these nodes may appear by chance, they are referred to as accidental nodes. The d,._,.-wave
(By,) and the d, ,-wave (B,,) pairings on the other hand will always have gap nodes. These are enforced by
those symmetries that have a character of —1 in the character table Tab. A.1. Therefore, the pairing potential in
these two irreps will exhibit nodes in the corresponding mirror planes.

Odd-parity spin triplet

To construct the odd-parity pairing states we have to construct a d-vector. The three components of the d-vector
are generated from rotations in Tab. A.2 in the Appendix. These rotations, however, correspond to irreps with
even parity, i.e. they are to be combined with form factors of odd parity to fulfil the requirement of fermionic

antisymmetry for the overall pairing wavefunction. To this end we have to form the products between the



irreps with odd and even parity. When we truncate the range again at nearest-neighbour pairing, like for the

spin-singlet, we find according to Tab. A.3 in the Appendix the possible products

'irrep d;
irrep  form factor name irrep rotation Ay, sin(k,a)z,sin(ka)X + sin(k a)y
- A in(k )% — sin(k.a) ¥
A,, sin(k,a) p,-wave ®1A4, o, =10 s%n( ya)’f s.m( xa){/
E, {sin(k,a),sink,a)} {p,. p,} E, lonoy] |Bm sin(k,a)% - sinlk, @)y
sin(k,a), sin(k,a)} {p,, p,}-wave 01,0 . L. .
u x Y Px Py g vy B,, sin(k,a)% + sin(k,a)y
| E, {sin(k,a), sin(kya)}i, sin(k,a){x, y}

Since we are only interested in pairing in the plane, we can discard the A, and the E,, pairings that have
an out-of-plane component. All the other pairing states have only in-plane components. Note also that the
remaining pairings have their d-vector in the plane, with the exception of the E, pairing state that has its
d-vector along Z. Another interesting property of the odd-parity states is that their nodes are located at the
time-reversal invariant momenta k, ,, ;a = -, 0,7 of the Brillouin zone, i.e. only at the centre and at the
boundaries of the Brillouin zone. Therefore these nodes will never appear on the normal-state Fermi surface
and the excitation spectrum will remain fully gapped in the absence of fine tuning. This is illustrated in Fig. 2.5
where we show the magnitude of the gap and the orientation of the d-vector in the first Brillouin zone for the

pairing states with the d-vector in the plane.
Chiral p-wave superconductivity

The E,, representation is special because it has two components {sin(k,a), sin(kya)}i which are degenerate.
However, there is only a single pairing potential, which means that these two components may appear together

at the same time in a linear combination
di = Ay(asin(k,a) + ﬁsin(kya)):i, a, B eC, (2.38)

with normalisation constraint |«|* + [8]*> = 1. To maximise the condensation energy it is favourable to
enhance the gap magnitude over the Fermi surface so we can assume that o and f3 are chosen such that |d; |
is maximal [42, 90]. One such possibility is &« = 1/V2 and B = +i/ V2 which gives rise to the so-called chiral
p-wave superconductivity. This pairing state is degenerate with its complex conjugate. Moving around the I'
point the phase of the pairing potential does not return to its original value. Two cycles are necessary to restore
the initial phase. This is called phase winding and the choice of the relative sign between « and 3 defines the
direction of the phase winding which is referred to as chirality. In Fig. 2.6 we show the magnitude and the phase
of the chiral p-wave state in the first Brillouin zone.

The degeneracy of the two chiralities has another interesting consequence. The pairing potential is said to

preserve time-reversal symmetry if it satisfies
T : Alk) = UpA* (-k)US (2.39)

with A(k) = A(k)Uy.

In (2.25) we had found that the excitation spectrum of a triplet superconductor is given by

Eys = & + il £ |dy x d | (2.40)

where the term |d, x dj | lifts the degeneracy if it is non-zero. This is obviously the case if dj. # dj which implies
that d; is not invariant under time-reversal symmetry. The lifting of the excitation spectrum degeneracy can

be attributed to the lowering of global symmetry due to breaking of time-reversal symmetry [42].
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In this context we will also further explore the concept of non-unitary pairing. Consider a pairing potential
with both, singlet and triplet components

Ak = (l//k + dk . O')UT. (2.41)
With this we define the gap product
Ay = (yil® + ldiP)og + 2 Relyg ] - 0 +i(dy x df) - o. (2.42)

The terms proportional to the unit matrix o, are called the unitary part, the terms proportional to ¢ the
non-unitary part. Evidently in this case only triplet pairing states can give rise to a non-unitary gap product.

Applying the time-reversal operation to the gap product yields its time-reversed counterpart
UrA™ (A )*UT = (ly|* + 1d1*)op + 2 Re[yg di ] - 0 —i(dy x df) - 0. (2.43)

Here we have used the fact that irregardless of the form of U, since o is a spin it has to be odd under time-
reversal, i.e. Upo*Uj. = —0. By subtracting the time-reversed gap product from the gap product itself we can

isolate only the part that is odd under time reversal
ARl = Up At (AT) UL = 2i(dy x df) - 0. (2.44)

Because this expression is quadratic in the pairing potential, we refer to is as the time-reversal odd bilinear
(TROB).

To gain further insight into the consequences of a non-unitary pairing state and its relation to broken
time-reversal symmetry, we consider the spin polarisation Tr[A}aA,] of the pairing state at k. Because the
Pauli matrices are traceless, this will only be non-vanishing if the pairing state is non-unitary. Those states that
give rise to a finite spin-polarisation are also referred to as ferromagnetic [42]. The onset of the spin polarisation
coincides with the onset of superconductivity and its magnitude scales with the pairing potential squared.

» Thermodynamic response

The superconducting states that we have discussed here survey a range of different nodal structures that serves
as a good basis to discuss low-temperature properties of unconventional superconductors. In an isotropic
s-wave superconductor with a full gap there are no low-lying collective excitations because the spectrum is
completely gapped out. This naturally leads to exponential dependence of physical observables, such as the
specific heat or the relaxation time of nuclear magnetic resonance. In unconventional superconductors the
excitations across point or line nodes close the gap in the excitation spectrum momentarily and modify the
response functions.

The density of states is generically defined as
plw) =) 8w - Ey) (2.45)
k

where E; are the energy eigenvalues of the Hamiltonian. First, for a conventional s-wave superconductor with

a full isotropic gap across the Fermi surface the density of states is zero inside the gap
plw)=0 (w<A). (2.46)

To discuss the effect of point nodes we move to a rotationally symmetric system in three dimensions which
is given by the Anderson-Brinkham-Morel state (A-phase) of superfluid *He [91]. This state is analogous to the



chiral p-wave pairing state discussed earlier, but the Fermi surface is a sphere and therefore has point nodes at

the poles. In this case the density of states scales as w? at low energies
plw) = W (0w < A). (2.47)
Finally for a state with line nodes the density of states scales like
plw)=w (w<A), (2.48)

at low energies. The scaling behaviour of the density of states at low energies in the cases discussed here only
depends on the topology of the gap, i.e. is independent of the location of the nodes.

The density of states is closely related to other physical observables such as the specific heat C, the magnetic
penetration depth A, and the relaxation time of nuclear magnetic resonance T} [42, 92, 93]. Nodes in the
excitation spectrum give rise to characteristic power-law behaviour at low temperatures in these thermodynamic
quantities, which we briefly summarise in the following table

gp  plw)  CD) T) T,
gapless const T T
tull gap 0 T2 &I nogeneric form T~V/2e 2/ksT (2.49)
linenodes  w T? T T3
point nodes  w? T3 T? T°

2.3 Superconductivity in multiband systems

In many materials the electronic structure is more complicated and involves electrons with more than one
degree of freedom. These additional degrees of freedom can be of different kinds such as multiple orbitals in
many transition metal compounds, like the iron pnictide superconductors [25], different “valleys” in hexagonal
systems [94], or non-equivalent sublattices, e.g. in Cu, Bi,Se; [38]. These additional degrees of freedom are
generally non-degenerate and give rise to multiple bands [95]. When multiple bands cross the Fermi surface

we have to reformulate and generalise our mean-field theory to take this into account

HMF = Z Z fk,nclz,n,ock,n,a + Z Z (An,a;n’,a’ (k)clz,n,acik,n’,cr’ + h'C')’ (2'50)

k,o nebands k,0,0' n,n' €ebands

where the index n enumerates the bands and &, is the free dispersion of band n. We note that the pairing
potential A, ... .+ (k) has acquired two new band indices and an additional distinction in the classification of
the superconducting gap is possible. The fermionic antisymmetry of the Cooper pair can also be encoded in
the band index. If both band indices are the same, i.e. n = n', electrons from the same band form a Cooper
pair which is referred to as intraband pairing. On the other hand, if the band indices are not equal, i.e. n # n’,
electrons from different bands form Cooper pairs which is referred to as interband pairing. This is illustrated
with two bands in Fig. 2.7. Generally, at the Fermi surface the bands are well separated, so we would expect
interband pairing to be weak. Nevertheless, it leads to interesting physics because it has profound impacts on
the symmetry classification.



M Figure 2.7 Tllustration of the difference between intra- and interband pairing in a model with two bands (solid lines)
coloured in blue and orange, each displayed with its particle-hole-reversed counterpart (dashed lines) due to fermion
doubling. Superconductivity pairs electrons on opposite sides of the spectrum, which is indicated by arrows. While
intraband pairing (A, and A,,) opens a gap at the Fermi level, interband pairing opens a gap away from the Fermi surface
(Ay).

2.3.1 Raghu’s model

Since the detection of superconductivity with high transition temperature in the family of the iron pnictides a
lot of effort has been invested into understanding the pairing mechanism in these compounds [30-32, 96, 97].
The superconductivity in the iron pnictides is most likely unconventional as evidenced by the resonance peak
observed in neutron-scattering experiments which implies that the gap has different sign on different sheets of
the Fermi surface [98]. Furthermore, signatures of magnetic excitations in the superconducting state in inelastic
neutron scattering experiments suggest a direct coupling between the superconductivity and magnetism, akin to
the heavy-fermion superconductors, such as UPt; [99, 100]. Thermodynamic probes, such as the discontinuity
of the specific heat, scale differently in the iron pnictides than in conventional superconductors (AC o< T vs.
T? in conventional superconductors) [25, 101-104]. Electronic correlations in these materials are thought to be
weak [27, 105, 106].

To describe the superconductivity in these compounds theoretically, several models were proposed starting
from all five 3d orbitals of the Fe atoms [107, 108]. Others showed that it is possible to capture the basic
physics with fewer orbitals [109-111]. The full five-orbital models are generally considered necessary for detailed
quantitative calculations. However, these are very unwieldy, and so simpler models capturing the essence of
the physics are useful. The most popular of these reduced models is the one proposed by Raghu et al. [111] who
developed a minimal two-band model for the superconducting Fe-pnictides. The states at the Fermi surface
are derived from the 3d orbitals of the Fe atoms which disperse only weakly in the z direction. It was shown
by Raghu et al. [111] and Mazin et al. [112] that the plethora of bands can be reduced, approximating the band
structure by two effective orbitals of d,, and d,,, character which are degenerate at each site of a square lattice
in two dimensions. The point group of the iron pnictides is Dy, so we can extend the discussion from the
previous section.

The basis of the Nambu spinors has increased due to the additional orbital degree of freedom. Orbital
and spin degrees of freedom are independent and therefore the classification of the basis matrices in spin
space from the previous section still applies. Because the orbital degree of freedom also has two components,
it can be expressed in Pauli matrices that form a basis of all 2 x 2 matrices. The effect of the point group



symmetry operations on the orbitals can be derived by considering the transformation properties of the angular

momentum, which is shown in Appendix B.1. Here we summarise the matrix form of these operations
- —d 0 1
yz xz) = < ) , (2.51)
xz 7 Gyz -1 0
1 0
) , (2.52)

0 _1> , (2.53)

)=
pat) Bl
() (3 5)
0,(x) d;;__:_diy:>z<_ol ?) (2.55)
oy(x=y): (ZZ :Z’y‘:) = (? (1)) (2.56)

d,—d 1 0
I: <dyz - dyz> = (0 l). (2:57)
Xz Xz

To avoid confusion we denote the Pauli matrices in orbital space by #. The character of these matrices under
the symmetry operations of the Dy, point group is summarised in the following table

C G C o o0, o4

My +1 +1 +1 +1 +1 +1
mo-1 -1 +1 +1 -1 +1 (258)
, +1 -1 -1 +1 -1 -1
ns; -1 +1 -1 +1 +1 -1

Comparing this with the character table for D,j, in Tab. A.1 in the Appendix we infer that the matrices can be

assigned irreducible representations as such
Mo € Args M1 € By M2 € Ayys 13 € Byy. (2.59)

To construct the normal-state Hamiltonian we limit ourselves to terms that are even under time-reversal
symmetry. To verify this we evaluate the condition (2.39) for the direct product of orbital and spin matrices.
For the spin degree of freedom the unitary part of the time-reversal operator is represented by io,. We further
assume that time-reversal acts trivially on the orbitals, i.e. is represented by 7. This leads to Uy = ixjy0,. With

this we evaluate
UT(VIvay)*UI]: = *1,0, (2.60)
where the sign determines whether it is odd or even under time-reversal. In the present case where Uy is

antisymmetric, i.e. Uf = —Uy, this leads to another property. We also use the fact that the Pauli matrices are
Hermitian, i.e. 0; = 0; and therefore 0* = o, Using these properties we can perform some straight-forward



matrix manipulation on (2.60)

UT(ﬂvaﬂ)*U’lt = *1,0,
_(WVUMUT)TU; = 11,0, |-Ur
—(nvayUT)T = 1,0,Ur. (2.61)

This relation crossed us earlier in (2.21) under the name fermionic antisymmetry and is the necessary require-
ment for the existence of an even-parity pairing state. Therefore we can conclude that any matrix that is even

under time-reversal symmetry, also gives a valid even-parity pairing state. We can therefore summarise time-
reversal symmetry and fermionic antisymmetry in a single table, where +1 (-1) indicates that the corresponding

direct product is (is not) symmetric under both operations

o, 0, 0, O3

ne +1 -1 -1 -1
m o+l -1 -1 -1 (2.62)
ny -1 +1 +1 +1
ny +1 -1 -1 -1

We have determined the irreps that the spin and orbital Pauli matrices belong to in (2.31) and (2.59), respec-
tively. The irreps of the resulting direct products can be determined from the product table of D,j, in Tab. A.3
in the Appendix. In the following table we show the irreps for all possible direct products, the ones allowed by
time-reversal symmetry and fermionic antisymmetry are enclosed in brackets

) 0 0, 03

o [Alg] Eg Eg A2g

m [BZg] E, E, By, (2.63)

o Ay (B [E] [A]
3 [Blg] Eg Eg BZg

The non-bracketed terms are not antisymmetric with respect to exchange of spin and orbital degrees of freedom.
This implies that pairing states involving these must be odd in momentum to maintain overall fermionic
antisymmetry. Taking into account orbital degrees of freedom, the pairing wavefunction can also contain same
spins if it is antisymmetric in the orbital degree of freedom.

The introduction of the additional orbital degree of freedom gives rise to a rich structure. We summarise
the result of the classification again in the following table

@by C, C, &} o, o0, o4 irrep spin orbital

(0,0) +1 +1 +1 +1  +1 +1 A,
2,3) +1 +1 +1 +1  +1 +1 A,

singlet  even
triplet  odd

9

g9
(3,0) -1 +1 -1 +1  +1 -1 By, singlet even (2.64)
(1,0) -1 -1 +1 +1 -1 +1 By, singlet  even
2, 1) +(2,2) -1 —=(2,2) -1 +1 +(2,2) E, triplet  odd

22 -1 +1 —=(2,1) -1 -1 +(2,1) E, triplet odd




We proceed to construct the normal-state Hamiltonian similar to (2.33). If we take all of the allowed terms

from (2.64) into account and truncate the hoppings at next-nearest neighbours we arrive at
H= Zhabﬂa(’b = €9(k)1g00 + €422 (k)11300 + €y, (k)10 + Apy03 + Ay (K)np01 + A, (K)1p05. (2.65)
a,b

The first term is already familiar, it describes the spin-independent hopping and is the same as for the single-
band model. The second term is also spin-independent but has opposite signs on each orbital which is why it
is referred to as orbital-anisotropic hopping. The third term is also spin-independent but exchanges the two
orbitals which is why it is referred to as inter-orbital hopping. The remaining terms are anisotropic in both
orbital and spin, so it comes as no surprise that they are referred to as spin-orbit coupling terms. The last two
terms have form factors from the E irreducible representation. However, as already noted in the single-band
model, these do not have any in-plane components, so we will neglect them from now on.

It is generally possible in the presence of time-reversal and inversion symmetry to block diagonalise the
Hamiltonian. Neglecting the k-dependent spin-orbit coupling terms has the advantage that it brings the
Hamiltonian in block diagonal form with one block for each spin sector

H_ 0
H=[7s=n , (2.66)
0 Hszfl

where each block can be parameterised with the spin quantum number s as

colk) tecy2(k) ey (k) —sid ) (2.67)

H; = eg(k)o + €xay ()13 + €4y (K)1py + sA17, = < €p(k) +sid  ey(k) + €2 2(k)
xy 0 x2-y?

Diagonalising each block yields eigenvalues

Ey =€ t\eq o teq, + A% (2.68)

In Fig. 2.8 we show the resulting band structure along a high-symmetry path in the Brillouin zone and the
Fermi surface using the band parameters from [111] with a small spin-orbit coupling. The inclusion of spin-orbit
coupling lifts the band degeneracy at the I and M points in the Brillouin zone. Without this additional spin-orbit
term, there would be an artificial four-fold degeneracy at the these points. Note that the Fermi surface shows
strong orbital polarisation.

2.3.2 Pseudospin basis

The fact that the Hamiltonian is even under inversion and time-reversal symmetry leads to a double degeneracy
of the states. This makes it possible to find a unitary transform which allows these states to transform under

inversion and time-reversal like a spin. This can be summarised as

Ty, (k) = yuq (k). Zyy (k) =y (k)

(2.69)
Tyeqk) =y, (=k), Ty, (k) =~y (k)

where 1) and || label the pseudospin up and down states and + is the band index. Additionally the pseudospin
basis can be chosen such that the states also transform like a spin under the symmetries of the lattice.
The simplicity of Raghu’s model and the fact that it can be diagonalised analytically makes it a nice candidate

to discuss the pseudospin basis. Generally, the pseudospin is not equivalent to the electronic spin. To diagonalise
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B Figure 2.8. Electronic structure of Raghu’s model in the presence of weak spin-orbit coupling. (a) Band structure along
high symmetry lines in the first Brillouin zone. The band splitting at the I' and M point is equal to the spin-orbit coupling
strength. Without the inclusion of spin-orbit coupling there would be an artificial four-fold degeneracy at these points. (b)
Fermi surface with hole pockets «, , and electron pockets f3, ,. The colour scale indicates the d,, orbital content on each
sheet.

Raghu’s model, we exploit the fact that every 2 x 2 matrix can be written as a linear combination of Pauli matrices.

In particular it can be written in terms of the Pauli vector

sin 0y, cos ¢y
H=dyny+d;-n, di=1d|| sin0 sin¢; (2.70)
cos O

where we parameterise the orientation of the coefficient vector d in spherical coordinates. For Raghu’s model

the parameters are given by

dy =€, (2.71)
|d| = w/eiz_yz + efcy + A2, (2.72)
€,2_,2

O = arccos( i 4 >, (2.73)
V€9262_y2 + 6326), + AZ
A

¢, = arctan —) (2.74)
€xy

The eigenvalues are given by

Ep,=dytldl =¢ =+ \lejzﬁ_y2 +ez, + A% (2.75)

and the eigenvectors can be expressed in terms of the angular parameters

_ cos(6y./2)e s B sin(6y/2)e "%
"”"*”( sin(6/2) ) "”"S’_( — cos(6,/2) > (276)



Lining these up in the basis of (2.65), we find the following form of the pseudospin basis

e cos(6/2) e sin(6/2)
B 0 3 0 (277)
Vert =\ ingr |0 YT T —eostor) ) 77
0 0
0 0
—e'® cos(0/2) —e'? sin(6/2)
Vil = 0 v Yk = 0 . (2.78)
—sin(6/2) cos(6/2)

These obey the transformation properties in (2.69) and therefore, albeit unsurprisingly, we have found a good
pseudospin basis.

We now arrange the eigenvectors y; ¢ . as columns of a unitary matrix U, which serves as our pseudospin

transformation. Obviously this pseudospin transformation diagonalises the normal-state Hamiltonian

N E 0
H=U'HU = %+ . 2.
< 0 Ek,> (2.79)

Writing the full BAG-Hamiltonian in this band basis reveals an interesting structure

(2.80)

H(k) A
utAtu  -UTHT(-k)U*

g ( <UTH(k)U Utau* )
BdG — At _ I:IT (_ k)

The blocks on the diagonal are now diagonal themselves which means that we have changed from the original

orbital and spin basis into a band and pseudospin basis. This also implies that the off-diagonal block can now

be separated into intra- and interband contributions. Indeed, we can generically express the pairing potential

of an even-parity state in the pseudospin basis as

A = UTAU* = Wk’.+i52 X (vjk’l B ldk . S)isz 5 (2.81)
(Y1 + idy - s)is, Y, -152

where s = (s}, s,,s3)" is the Pauli vector of pseudospin operators and with the intraband pairing potentials y; .,
the interband singlet pairing potential y; 7, and the interband triplet pairing potential d. The diagonal blocks
of this matrix are the intraband pairing contributions, whereas the oft-diagonal blocks denote the interband
pairing contributions. The intraband pairing has no triplet component because of inversion symmetry. Hence
an even-parity pairing state always implies an intraband pseudospin singlet, whereas an odd-parity pairing
state implies an intraband pseudospin triplet. The interband components cannot be simplified in such a way
and are just generic 2 x 2 matrices. However, they can still be decomposed into a part that is even and a part
that is odd under inversion. Independent of the basis the pairing potential has to obey the requirement of
fermionic antisymmetry which relates the two off-diagonal blocks to one another and results in a sign change
in the pseudospin-triplet component. The prefactor of i was introduced to ensure that dy, is a vector with only

real entries in the absence of time-reversal symmetry breaking.

Projecting all the allowed pairing states into the pseudospin basis and isolating only the intraband pairing



potentials v . gives the expressions listed in the following table:

irrep A v, (k) interband
Ay o ® 0y 1 no
A
Ay N, ® 03 * es
VA2 + ey (k)% + €y (K)?
€2_,2(k (2.82)
By, 13 ® 0y + ) €es
VR + ey (k)2 + €, (K)?
€., (k
Bzg 1, ® 0y + 24 ® es
\//\2 + ey (k)2 + € ()2
E;, {n,®0,n,®0,} 0 yes

The first column lists the different irreducible representations, the second column gives the matrix pairing
potential in the orbital and spin basis, the third columns lists the functional form of the intraband pairing
potential, and the last column indicates whether this state has a non-zero interband pairing potential.

The matrix pairing potentials that are listed in the second column are independent of momentum. However,
by projecting these a priori momentum-independent pairing states into the pseudospin basis, they pick up
a momentum dependence, i.e. they interact with the spin-orbital texture of the Fermi surface. This implies
that, e.g. the 730, pairing state in B, ; will give rise to an d,._,.-wave state at the Fermi surface, because the
same nodal structure is enforced by mirror symmetry. Since the matrix pairing potential is of s-wave type it
is the same throughout the whole Brillouin zone, which implies that when the intraband pairing potential is
vanishing at a node, the interband pairing potential is maximal.

Generally d-wave pairing is thought to arise from nearest-neighbour interactions. However, in this case
the orbitally non-trivial B, , state can arise from local pairings, because it is independent of momentum. It may
still give rise to an effective form factor at the Fermi surface that is reminiscent of those states that arise from
nearest-neighbour interaction. However, as we find from (2.82), some sort of hopping or spin-orbit coupling
has to exist in the out-of-plane direction to stabilise such a pairing state by opening an intraband gap at the
Fermi surface. In fact, this concept has been generalised and formulated in a rigorous manner and is now
known as the “superconducting fitness” [113, 114].

A related situation arises in quasi-two-dimensional materials, where hopping in the out-of-plane direction
exists but is heavily suppressed. This usually leads to the assumption that nearest-neighbour pairings in
the out-of-plane direction must also be suppressed and can be neglected. Nevertheless, orbitally non-trivial
superconductivity with local pairings can still give rise to a pairing state that resembles one with an out-of-plane
component at the Fermi surface.

The pairing state realised in the Fe pnictides is an s, -wave pairing state. It has a full gap on all sheets of
the Fermi surface but reverses sign between the electron-like and the hole-like pockets. It can be written as an

orbitally trivial spin-singlet pairing state with an appropriate form factor
Ay = Ay cos(k,a) cos(kya)noao (ioy). (2.83)

The magnitude and the sign of the gap in the first Brillouin zone are shown in Fig. 2.9(a).
However, it is hard to reconcile this pairing state with the observation of nodeless superconductivity in

A, Fe,Se, [115] and single-layer FeSe [116], where the hole pockets are absent. Their absence jeopardises the
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B Figure 2.9. Possible pairing states for s, pairing in the Fe pnictides. (a) An orbitally trivial pairing state with a higher
harmonic form factor in the A, irrep will have a full gap on each Fermi surface but reverse sign between the two bands.
(b) An orbitally non-trivial pairing state can have the same properties but higher orbital angular momentum to avoid the
Coulomb interaction.

phase cancellation between the electron and hole pockets which minimises the on-site Coulomb repulsion. It
is also hard to explain how the system could easily transition from a nodeless s, state to a nodal state upon
doping away the electron pockets in Ba,_, K, Fe, As, [117]. To rectify this shortcoming, it was pointed out by
Ong et al. [58] that there is another possibility for an A, ; pairing state that has the same properties. This pairing
state is constructed by multiplying a matrix from B, ; and B, with a form factor of the same irrep, respectively.
This product will end up in A, ; and will have the required structure at the Fermi surface

Ay = Ag(afcos(k,a) - cos(kya)]n300 + Bsin(k,a) sin(k},a)r]lao)(ioz), (2.84)

where s, pairing is realised for the coeflicients o and f of the same sign. The gap magnitude in the first Brillouin
zone one the two different bands is shown in Fig. 2.9(b).

Orbitally non-trivial superconductivity in the iron pnictides was also discussed by Vafek and Chubukov
[118] who proposed a pairing mechanism with only local interactions. In this mechanism orbitally non-trivial
pairing states are independent of the intra-orbital Coulomb repulsion. Renormalized interaction parameters
give rise to an effective attractive interaction for these anomalous s-wave channels. The resulting pairing state
is consistent with the experiments on KFe, As,.

W
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Chapter 3

Bogoliubov Fermi surfaces

The material presented in this chapter has been published previously in

[133] P.M.R.Brydon, D. E Agterberg, H. Menke, and C. Timm, “Bogoliubov Fermi surfaces: General theory,
magnetic order, and topology”, Phys. Rev. B 98, 224509 (2018).

In the previous discussion we have encountered full gaps and gaps with point and line nodes. However,
it was recently understood that in inversion-symmetric multiband superconductors that break time-reversal
symmetry these nodes may inflate into extended nodal surfaces in the Brillouin zone. These surfaces were
named Bogoliubov Fermi surfaces and were first reported in [66]. Below we will formulate a comprehensive

theory of these Bogoliubov Fermi surfaces, investigating their emergence and phenomena.

3.1 General Theory

As already mentioned, Bogoliubov Fermi surfaces only emerge in centrosymmetric multiband superconductors.
Therefore we will start from the most general two-band Hamiltonian with time-reversal and inversion symmetry,
which describes fermions with two internal degrees of freedom apart from spin, be it orbital, sublattice, or
valley. To simplify the discussion we will just always refer to this internal degree of freedom as orbital. As we
saw previously in Section 2.3.1 a two-band Hamiltonian contains one orbitally trivial term and several orbitally

non-trivial terms, cf. (2.65). Any such Hamiltonian can be written as
Hy = (€0 — W1 + & - ¥, (3.1)

where & = (€;1,...,€5) and § = (y;,...,¥s) with five anti-commuting Dirac matrices y; (i = 1,...,5)
satisfying the Clifford algebra {y,, y,} = 28, real coefficients ¢ ;, and the chemical potential y. Assuming that
the inversion operator is trivial, inversion symmetry dictates that the real coefficients € ; are even functions of
k,i.e. €; = €_x;. The Dirac matrices y; may be chosen such that y, , ; are real and y, 5 are complex. Then the
time-reversal operator is given as 7 = y,y5/KC = UK where IC denotes complex conjugation.

In the absence of symmetry breaking and interactions the eigenvalues of H, are two-fold degenerate for

each spin direction. We distinguish these two bands by the + index. The eigenvalues are given by Ej , — u where
Ek,i = ek)o + |€k| (32)

Adding in superconductivity, an even-parity pairing potential likewise has to be even under inversion
symmetry and therefore only pairing matrices that are even under inversion may appear. The most general

matrix pairing potential consistent with this is

Ak = ioUr + 1k - Y Ur (3:3)
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with complex pairing amplitudes # ; that are even in momentum and the unitary part of the time-reversal
operator Ur. The first term which is proportional to the unit matrix describes pairing between time-reversed
partners from the same orbital. This has previously been named “internally isotropic”. The the second term
describes the pairing between states which are not time-reversed partners. These states are referred to as
“internally anisotropic”

The presence of inversion and time-reversal symmetry guarantees that we can label our states with a
pseudospin index s. States labelled by the pseudospin shall transform according to (2.69). Transforming the
pairing into the pseudospin basis it assumes the general form given by (2.81). The intraband part of the pairing

is always independent of the choice of the pseudospin basis and can be expressed as

&7
k 7" (3.4)

Vs =Moo =3
|€x

On the other hand, the form of the interband pairing depends on the choice of the pseudospin basis but it must
satisfy the generic relation

)
= |2_|€k"7k|

Wier > + il = 17 ) (3.5)
|

We note at this point that the above expression for the interband pairing potential only involves internally
anisotropic pairings, whereas the internally isotropic channel only appears in the expression for the intraband

part.

3.1.1 Non-unitary pairing

We have already seen previously in (2.42) that the presence of internally anisotropic channels implies that
pairing is non-unitary, i.e. the product of the gap with its Hermitian conjugate is not proportional to the unit

matrix. In the orbital basis this reads

AR)AT(K) = (g0 * + 7)1y + 2 Re(riofi) - F+ ). 20 Im (e it pm)y™y™ (3.6)

n>m>0
The first term is the unitary part, proportional to the unit matrix and is the only one that includes the internally
isotropic channel. The two other terms that can only be non-vanishing in the presence of orbitally non-trivial
pairing channels. More precisely, these terms are only non-zero if there are multiple components in the internally
anisotropic channel. Additionally for the last term to be non-zero there has to be a non-trivial phase difference
between the components.

The gap product may also be expressed in the pseudospin basis where it leads to the rather large expression

. - 1
A(R)AT (k) = [5<|wk,+|2 Iy 1) + v P+ 1dg 2|1

N 5y P =y 1P)so + G x d +21Im(yi i) s (Wi Vitr + Vi VioD)So +i(Wie i + Vi _dy) - s
Wi VT HVE Ve )So — i o+ i _di) s 51> = lyio [P)so + (idy x d =2 Im(yy 1 df) s )
(3.7)

The diagonal entries of the non-unitary part are going to be important later. In particular the terms proportional
to the Pauli vector of pseudospin matrices, because these give rise to an effective pseudospin polarisation
Tr[Af (k)P . 8Py . A(k)] with projection operators Py , onto the normal-state Hilbert space and

. [s O
S:<0 s). (38)



As mentioned before, these contributions arise from the fact that time-reversal symmetry is broken and we
indicated that these stem entirely from the presence of internally anisotropic pairing channels. To gain some
more insight we therefore examine only the part of the gap product that is odd under time-reversal. That is to

say we form the gap product and subtract its time-reversed form.

Ay, = UpA AL UL = Gl - PG - 9) = Giie - )Gk - P) (3.9)
= Z(’?i’?j* =1 )Y (3.10)
ij

There is no physical observable related to this operator which is quadratic in the gap amplitude and it is generally

referred to as time-reversal odd bilinear (TROB) [119].

3.1.2 Topological protection

In addition to inversion symmetry (or parity symmetry) P that we required earlier, the BAG Hamiltonian of
superconductivity has an additional particle-hole symmetry. Particle-hole symmetry (or charge-conjugation
symmetry) C is anti-unitary. It is less of a symmetry in the classic sense, because that means that it could be
spontaneously broken. Instead, from a mathematical perspective particle-hole symmetry is a consequence of
the Nambu doubling and is therefore an intrinsic property of any single-particle BdG-Hamiltonian without
interactions. In a superconductor particle-hole symmetry is dictated by the fermionic antisymmetry of the
pairing wave function which means that any superconducting Hamiltonian can be written in the BdG-form.
Its functional form C = UK can be detailed as follows

C: U:H*(-k)Ul=-H(k), Us=1,0©]1. (3.11)
The combination of both these symmetries is denoted as C’P and acts on the Hamiltonian like
CP: UcpH*(kK)Ulp = -H(k), Ucp=UcUp =71, ®1. (3.12)

This leads to the property (CP)* = +1 which guarantees the existence of a Pfaffian [66, 120-122]. This implies
that the Bogoliubov Fermi surfaces are topologically protected against CP-preserving perturbations. The

Hamiltonian can be unitarily transformed into skew-symmetric form

Hy = QHkQT, (3.13)
with the Majorana transformation
1 (1 1
Q=— ® 1. (3.14
2 (i —i> 314

For a skew-symmetric matrix, the determinant can be written as the square of a polynomial, which is called the
Pfaffian and is defined for a 2N x 2N skew-symmetric matrix A as

1
PRA) = 2NNI Z sgn(0)Ay(1),0(2) *** Ac(2N-1),0(2N)> (3.15)

0€S, N

where S, is the set of 2N permutations and sgn(o) is the parity of the permutation o. By definition it holds
that Pf(A)? = det(A). For Hj the Pfaffian takes the form

P(k) = PEF;, = (e €)) — (o))" + 4lero i) P + (o i) (o i) — St 1) (3.16)



with the six-vectors
€ = (€xo=th &) Mk = a0 k) (3.17)

and the covariant product
(a,b) = agby — - b. (3.18)

The corresponding topological invariant is defined as [66]

(-1)! = sgn[P(k_)P(k,)], (3.19)

where k, are momenta inside and outside the Bogoliubov Fermi surface, respectively. At the Bogoliubov Fermi
surface itself the Pfaffian vanishes.

Evidently, the first two terms in the expression for the Pfaffian P(k) are strictly positive, due to the square,
whereas the contribution of the two latter terms may change the overall sign of P(k). This can be made more
explicit by writing the pairing potential as an amplitude and a phase, i.e. 5., = |17, le*en . Then the last two
terms read

(i i) <11 1) — (o 1) = 4 Z ie.0|* Wi 1 $i0° (P 0~ Pre ) —4 Z e 11k 510 (P s = Ppem) (3.20)
n>0 n>m>0

The first term shows that coexistence of internally isotropic and anisotropic channels does not constitute a sign
change of the Pfaffian. Only the coexistence of multiple components of the internally anisotropic channels may
lead to a negative contribution, but only if their relative phases are non-trivial, i.e. if the overall superconducting
state breaks time-reversal symmetry. The negative contribution is maximal if time-reversal symmetry is broken
maximally, i.e. the relative phase between components is 77/2. Interestingly the presence of this term is also
equivalent to the existence of the time-reversal odd bilinear and therefore the non-unitary part of the gap

product that leads to a non-zero pseudospin polarisation.

3.2 Effective low-energy model

To gain further understanding about the origin of the Bogoliubov Fermi surfaces and make a more direct
connection with the non-unitary pairing we will now study how the pseudomagnetic field influences the states
at the Fermi surface. To this end we project the Hamiltonian into a pseudospin basis

- H H
H) = ( ’fr’+ k’1> (3.21)
Hyr Hy_

where the intra- and interband blocks are given by

E . 0 Cide - S)i
Hy, = kfs.o Vi1 (is5) . Hygy = o (Wi, — idy - 8)is, _ (3.22)
“Yi+iSy  —Erss —(yier +idy - s)is, 0

If the bands are split far apart, then interband pairing Hy, ; can be assumed to be weak and we can treat it as
a perturbation to the intraband Hamiltonian Hy ... To this end we extract the Green’s function of the above
Hamiltonian

=1 (3.23)

(i, — FL)Glk i ):<iwn—Hk,+ Hy, ><G+(k,iwn) GI(k,iwn)>

Hf, iw, - He_ ) \ G} (k,iw,) G_(k,iw,)



We are interested in the Green’s functions of both bands, so we solve the resulting Gor’kov equations for them
and find

G (k,iw,) = iw, — Hy., — Hy (i, - Hy )" Hf | = iw, — Hi, (3.24)
G~ (k,iw,) = iw, — Hy_ — H} ;(iw, — H ) Hy; = iw, — HiL, (3.25)

where we have defined the effective Hamiltonian H,efi for each band. At this point we have not applied any
approximation and the effective Hamiltonian still contains the full dynamics of the interband pairing. The
most naive approximation is to completely neglect the interband pairing which is equivalent to dropping the

off-diagonal block in (3.21). This means for the effective Hamiltonian that
HT ~ Hy .. (3.26)

Essentially we have completely decoupled the two bands from each other and are now left with two independent
“copies” of a single-band superconductor. However, we already know the physics of single-band superconductors
and we know well that the only nodal structure that can arise in this situation are point and/or line nodes. This
implies that only internally anisotropic terms give rise to Bogoliubov Fermi surfaces and therefore interband
pairing is expected to be important which is not present in Hy, ,, as only the intraband part v , (is,) appears.

Hence we have to take into account the second term in the effective Hamiltonian. Treating this term in
tull is not tractable and since we are only interested in its influence on the states right at the Fermi surface we
can apply the static limit w,, = 0 because only energies close to zero are relevant [70]. Below we apply this
approximation to the Green’s function for the + band, but the steps for the — band are analogous. The correction

to the Hamiltonian for the + is given by
8Hy, = Hy(iw, — Hy ) 'Hf | ~ ~H, Hy  Hf | (3.27)

We have assumed that the bands are split far apart, so we may further assume that the gap on the opposite band
is vanishing ¥, = 0 and therefore the Hamiltonian of the opposite band simplifies to Hy , = (Ey . — t4)s¢T;3.

This Hamiltonian is diagonal, so its inverse is trivial to compute
O0Hy, = —(E_ - M)_lHk,Iso'%Hlt,r (3.28)

Furthermore we may assume that the same band is approximately constant and equal to the chemical potential

y = Ej ; at the Fermi surface, so the effective Hamiltonian is inversely proportional to the band splitting

8Hy, ~ —(Ey_ — Ex,) " Hysom3HY (3.29)
1

=———H, s, H} .. .30

2l k1SoTaHg (3.30)

These steps may be performed analogously for the other band and results in the expression

. _ 1
8H,_ = Hf j(iw, - Hy ) ' Hy; = _MHIZ,ISO‘%H&I' (3.31)
k

We know that Hy, ; has only off-diagonal elements, which means that the product with sy7; will turn §Hy

into a block diagonal matrix, where we can further write the blocks as a decomposition of pseudospin Pauli

O, .59 +Ohy . - s 0
8Hy., = < k20 . ot s 5 T>, (3.32)
—O€y 450 — Ohy, - s

matrices



Plugging in the form of Hj ; we find

it ” + i |?
Sey,s = +rkl T 1%L (3.33)
2[€
idy, x di — 2Im[yy dj Tr[Pr A A Py, §
Shy,, =+ 2k %k~ 2 (Vierde] _ Tr[Prs KOk Tkt ]’ (3.34)
2|€k| 2|€k|

where the term 8¢, , describes a shift of the chemical potential and 8k, acts like a magnetic field on the

pseudospin, hence the name pseudomagnetic field. First of all we note that Je;, ., is generally non-zero in the

presence of internally anisotropic pairing channels and does not require broken time-reversal symmetry. Its

effect is to shift the nodes of the superconducting gap away from the original Fermi surface. This phenomenon

has been noted before in models for orbitally non-trivial superconductivity in the iron based superconductors [59,
60]. The pseudomagnetic field 8k , on the other hand only emerges if the superconductivity breaks time-
reversal symmetry. Its effect on the low energy states is analogous to a real magnetic field as it lifts the pseudospin

degeneracy and shifts the nodes to finite energies, forming pockets that have been named Bogoliubov Fermi

surfaces. Another interesting observation about the pseudomagnetic field is that its functional form is directly

related to the gap product projected into the pseudospin sector. Hence, the existence of Bogoliubov Fermi

surfaces is deeply linked to the non-unitarity of the gap.

The eigenvalues of the low-energy effective Hamiltonian can easily be computed and are given by

EXY, = aldhy | + ﬁ\/(Ek,i + 06 — ) + |y sl (3.35)

with the two signs «, 8 = +1 which may be chosen independently.

3.3 Paradigmatic model

As a paradigmatic model Hamiltonian for Bogoliubov Fermi surfaces is the Luttinger-Kohn Hamiltonian for
j = 3/2 fermions of the cubic point group O, [123, 124] has been established, because its functional form is
relatively simple with only four band parameters. Two of the band parameters control spin-orbit coupling,
which can be tuned such that the Hamiltonian preserves full rotational SO(3) symmetry, rather than “just”
Oy,. Coupling of an | = 1 orbital angular momentum with s = 1/2 spins gives rise to states with total angular
momentum j = 3/2 and j = 1/2, see Appendix B.2 for a derivation. Assuming that the j = 3/2and j = 1/2
states are well-separated in energy and only the j = 3/2 bands are close to the Fermi energy, it is possible
to neglect the j = 1/2 states and arrive at a model of purely j = 3/2 fermions. It is also the model in which
Bogoliubov Fermi surfaces were first numerically detected by Carsten Timm [66].

The Luttinger-Kohn Hamiltonian was originally devised to describe the low-energy electronic structure of
zinc-blende semiconductors [125]. It generically features a quadratic band touching point and has since been
applied to describe pyrochlore iridates [126-129] and half-Heusler compounds [64, 130-132]. In the context
of superconductivity and Bogoliubov Fermi surfaces the Luttinger-Kohn Hamiltonian was originally used to
discuss the pairing states in the half-Heusler compound YtPtBi [64] where it describes a k - p theory for the
j = 3/2 fermions of the I'y band that arise from the strong atomic spin-orbit coupling of s = 1/2 spins with
[ = 1 orbital angular momentum. The Hamiltonian is given by

Hy =) OLH Dy (3-36)
k



with @ = (k3725 Ck,1/2> Ch—1/2> Ck,—3 /2)T where ¢ ; is the annihilation operation of a fermion with momentum
k and spin ¢ and the BdG-Hamiltonian

Hy = (alkl> = p) + BY K2T2 +y Y kikiJi],,» (3.37)
i i#j

wherei = x, y,zandi+1 = yifi = x, etc., and J; are the 4 x 4 matrix representations of the angular momentum

operators j = 3/2 which are given by

0 V3 0 0 0 -v3 0 0 30 0 0
1 V3 0 2 0 i V3 0 -2 0 1[0 1 0 0
=5l o 2 0o 3] 73l o 2 o v %7200 0 21 0
0 0 V3 0 0 0 V3 0 00 0 -3

(338)

The band parameters comprise a spin-independent dispersion coefficient «, the chemical potential g, and the
symmetry-allowed spin-orbit coupling terms proportional to 3 and y. The Hamiltonian has doubly degenerate

eigenvalues given by (E , — u) with

B = (a0 S p)r g B[kt o (3 - 1ot ] (39

The band structure has a four-fold degenerate quadratic band touching point at I. Away from I' spin-orbit

coupling B,y # 0 lifts the four-fold degeneracy, yet the bands remain doubly degenerate. This allows for the
states to be labelled by a pseudospin-1/2 index [133]. If the band splitting controlled by 8 and y is small, both
bands curve the same way and there are two Fermi surfaces. For large band splitting one of the bands can curve
in opposite directions and there is only a single Fermi surface. This latter situation is referred to as inverted
band structure.

We can bring this Hamiltonian into the form of (3.1) using the parameterization

€0 = (@ +5B/4k> -, (3.40)
i = 5B(R =102 +kD) = 3@, G4
oz = DB k) v= 0= (.42
e = VIyk,k, ys = %WZ Y1), (3.43)
s = V3Vk,k, ya = %(lez + 1T, (3.44)
ers = V3yk.k, Vs = %(lxly +7,J)5)- (3.45)

In this choice y; , 4 are real and y; 5 are complex. Hence the time-reversal operator is given by

0 0 0 1

0 0 -1 0
Ur = ys5y3 = (3.46)
T 01 0 0

-1 0 0



At this point it is important to note that the parameterization that we have chosen here is not unique and
was selected merely for convenience of notation. We will use this parameterization of the Luttinger-Kohn
Hamiltonian to highlight generic features of Bogoliubov Fermi surfaces.
Adding in superconductivity the most general even-parity pairing potential is given by [64-67, 71, 72, 75-77,
79, 134-136]
A = Z’?k,zrl (3.47)
1

where the 7. ; are complex pairing amplitudes and I} are pairing matrices which can be classified according to

the irreducible representations of the point group

Alg: I, =Ur, (3.48)
E;j: Top p=yUp= %(215 -Ji = J)Ur, (3.49)

ey =y,Up = %(}ﬁ - J)Ur, (3.50)

Tpy: T, =pUp = %uﬂz +1,0,)Ur, (351
L. = 7:Up = %(uz + 1.1 )Ur, (352)

Ly = 75U = %(J,Jy +1,)Up. (3:53)

The single internally isotropic singlet-channel occupies the A, representation. The internally anisotropic
channels, which represent Cooper pairs with total angular momentum J = 2, i.e. quintet states, split into the
two-component E; and three-component T, representations. As mentioned in the previous chapter, since the
time-reversal operator is antisymmetric, fermionic antisymmetry is equivalent to time-reversal symmetry and
therefore all the single-matrix pairing potentials above are even under and therefore preserve time-reversal

symmetry. Assuming only local pairings, the interaction Hamiltonian can be written in the general form
— T
Hpe = 2.0 ) Vibj by, (3:54)
j 1 Lel

where the fermion bilinear b j is the annihilation operator of a Cooper pair at site j in channel /; belonging to

the irrep I and V; is the interaction potential in that irrep [64].

3.3.1 Weak-coupling pairing states from symmetry

In weak-coupling theory the pairing state that is realised below the critical temperature T, is the one that
minimises the mean-field free energy. We will pursue this approach later, but first we will take a look at the
Landau expansion of the free energy. This purely phenomenological theory is based on the concept of symmetry-
breaking, where the macroscopic order parameter has a lower symmetry in the low-temperature ordered phase
than in the high-temperature unordered phase. The macroscopic order parameter vanishes above the critical
temperature but attains a finite value below.

In the Landau expansion of the free energy the order parameter is related to gap amplitudes which transform
under symmetry operations of the point group in the same way. Since the free energy is derived from the
Hamiltonian, it shall transform equivalently under symmetry operations. To obtain all the allowed terms in the
expansion, product groups of appropriate order have to be formed and only the terms that transform trivially

are kept. This is laborious and has been done previously for several different point groups in [42].



For the point group O}, the Landau expansion up to fourth order in the E, representation reads

FEg = oc(|h3zz_rz|2 + |hx2—y2|2) + ﬁ1(|h3z2—r2|2 + |hx2—y2|2)2 + ﬁz(h;:zzf,zhxz_yz - h3zz_r2h;zfy2)2
= alhl* + i [h* + By lh x h* P (3.55)

where we have introduced h = (h;,2_,2, hxz_yz)T as a vector notation of the order parameter. For the three-

component T, g representation the expansion reads

Fr, = oc(llyzl + 1,15+ /31(|lyz + 1 * + [ 2%+ [32|l2 +12, + 12 |2
B3 (1 Pl P+ g Pl 1P+ 1y P11, 1)
= ol + Byl + Byl 11 + B Y 11, Pl (3:56)
n>m
with the ordering vector I = (I, ,, Xz,lxy)T

Below the critical temperature the coefficient « of the second-order term assumes a negative value whereas
the fourth-order term is always positive definite. This implies that the fourth-order term selects the minimum

of the free energy, which puts some constraints on the values of 3. From tables like [42] we find

Pairing Constraint TRS
E,;: h=(1,0) B, <0 unbroken
E,: h=(1,i) B, >0 broken
Ty: 1=(1,0,00 4B, <53 >0 unbroken (357)
Ty: 1=(LL1) By B3 <0 unbroken
Ty: 1=(L4,0) 0< B3 <4p, broken
Ly 1=, w?) B3 <0< p, broken

and any symmetry-related vectors with w = €3, By construction, this expansion only holds true right
below the critical temperature. As we will see later, at lower temperatures, intermediate states between the

time-reversal symmetric and the maximally time-reversal symmetry breaking states will emerge.

3.3.2 Validity of the low-energy theory and pseudomagnetic field

Thanks to the double degeneracy of the bands (3.39), the states can be labelled by a pseudospin index s which
transforms like a spin-1/2 under inversion and time-reversal symmetry. For the Hamiltonian (3.37) such a
pseudospin basis can be found [133] with the basis states

—ie”® sin O cos C;E isin (;E + cos B cos =%
1 —1cos =2 C § + cosOsin 25 1 —ie'® sin O sin =% ( § (3.582)
= —_— 5 = —_— 5 . a
Vi1 V2 —ie "’5 sin @ sin == C § Vil V2| icos B + cos O sin (—25 35
—isin ﬁ + cos 8 cos % ze'¢ sin 6 cos %
—ie"“5 sin 6 cos <2£ isin Q + cos 0 cos == GE
1 icos (—25 — cosBsin == ( § 1 ze"" sin O sin (zf (3.58)
Vit = V2 ie™ sin O sin % 5 LU V2| —icos g — cosOsin ;E ' 35
—isin =2 C § 4 cosBcos CZE ze“b sin 6 cos == GE



The angles are defined as

[2 2
€k,yz €k, yz + €ixz
¢ = arctan , 0 = arctan| —— |, (3.59a)
€k,xz €k,xy
2 2
€ +€
€352 p2 k,x2-y? k,3z2-r?
&= arctan(M), { = arctan ) (3.59b)
€ 2 2 2
k,x?-y? \/ek,yz + €icxz T €icxy

It is immediately evident that this basis is not well-defined when the numerator and the denominator of the
expressions in the angles vanish simultaneously, which happens along the [100] and [111] lines in the Brillouin
zone. This, however, does not pose a problem because the choice of the pseudospin basis is not unique and
we can therefore in principle choose a different, well-defined basis along these lines. In practice this is not
necessary.

The intraband pairing potential is independent of the choice of the pseudospin basis, but expressed in terms

of the pseudospin basis chosen above we find

Vit = Mo £ €k = Mo+ (113,22 SN E+11,2_ 2 c0s &) sin { + (17, cos O + 17, sin 0 cos ¢ +17,,, sin O sin ¢) cos {].
(3.60)
The interband pairing potentials on the other hand are always basis-dependent. In the basis we have chosen

before, the singlet part takes on a very compact form

Vit = Maz2—p2 COSE —1,2_y2 8in& = [ﬁk)Ey X ék,Eg]z, (3.61)

whereas the triplet part has the form

sin 0 sin ¢
d = cos{(n3,2_2 sin& + 11,2_y2 cos§) | sinf cos
cos6
Myz sin 0 sin ¢ sin 0 sin ¢ Nyz sin 0 sin ¢
—-sin{|| 7., || sin@cos¢ sinfcos¢ |+| 7., | x| sinBcos¢ (3.62)
My cosf cos My cosf
l€k1,, | léxz, |
_ >729 = LA ~ _ g = LA A = ~
BT (ﬂk,Eg 6k,Eg)€k,T2g —|€| (ﬂk,ng 6k,T25)6k,T25 Ty, X €T, (3.63)
where we have used the shorthand notation
7= (v3zz,,z,vxz,yz,vxy,vxz,vyZ)T, (3.64)
ﬁEg = (v3zz—r2’vxz—y2 )T, (3.65)
5 T
Ung = (ny) sz) vyz) > (3‘66)
v =v/[7], (3.67)

with v being either ¢, or ;.

Low-energy structure of the time-reversal symmetry breaking states

In this section we will briefly review the expressions of the low-energy theory for the different time-reversal

symmetry-breaking pairing states from (3.57). We will also show plots of the Bogoliubov Fermi surfaces for these



pairing states and the associated pseudomagnetic fields. In general a magnetic field gives rise to a magnetisation,

which can also be computed for the pseudomagnetic field [133]

1
My, = — (Shk), . Tr[Pk’,st,,] ] (368)
“ |Uk,_| #

Figures 3.1, 3.2, and 3.4 below use band parameters for an inverted band structure, i.e. there is only a single
Fermi surface. For illustration purposes these figures also use an unphysically large gap amplitude to clearly
distinguish the Bogoliubov Fermi surfaces from line and point nodes.

E, representation: h=(1,i)

One possibility to arrange the gap functions of the E,, representation in a time-reversal symmetry-breaking

combination is

A )
A= 70(r3zz_r2 + lrxz_yz). (3.69)
Projecting this pairing state onto the + band using the pseudospin transformation (3.58) we find in the different
representations
Ay . . .
Vi = > sin{(sin& +icos&) (3.70)
A .
= - 06 (€x3z2_p2 + lek)xz_yz) (3.71)
k+ — “k~
A k2 + eiZn/3k2 + ei47r/3k2
_ £ = - = (3.72)

2 BTk Gy - B3 Kk,

This will have nodes along all the diagonals of the Brillouin zone and will therefore give rise to eight point
nodes.

We proceed to evaluate the shift in the chemical potential, that is always introduced by interband pairing,
independent of time-reversal symmetry breaking. In terms of the pseudospin basis it is given by (3.33) and in

the different representations we find

1 1A
Sep, = ——————[3+2cos(20)] (3.73)
8 €k+ — €k
_ |A0|2 2 2 2
= (e — )~ 26850 0 — 260 0 0] (3.74)

2exs — €x-)’
_ |Ao|2 ﬁz Zi szl + (6)’2 - /32) Z,- kizki2+1
16 (B3, kt+ Gy - Y, k2R, )

(3.75)

The direction of the pseudomagnetic field (3.34) is basis-dependent and for convenience we therefore only give

its representation in terms of the angles (3.59)

1 AP o
Ohyy, = ——————cos(sinBOsin¢ (3.76)
2 €x,+ — €k,—
1A
Ohyg == 1A cos{ sin 8 cos ¢ (3.77)
g 2 €~ €x-
1A
Oh, oy = = 1B cos{ cos®. (3.78)

2 ek’Jr - Gk’,
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M Figure 3.1. Low-energy structure of the time-reversal symmetry-breaking E, pairing state. (a) Bogoliubov Fermi surfaces
are shown in yellow on top of the normal-state Fermi surface in transparent grey. (b) Pseudomagnetic field in the pseudospin
basis (3.58). (c) Physical magnetisation of the states at the Fermi surface due to the pseudomagnetic field. Reprinted figure

with permission from P. M. R. Brydon et al., Phys. Rev. B 98, 224509 (2018). Copyright © 2018 by the American Physical
Society.

Its magnitude on the other hand is basis-independent and ultimately responsible for the formation of the
Bogoliubov Fermi surfaces. Therefore we give it again in all three representations

1A
|6hy | = = ——>— cos{ (3.79)
2 €k,+ - Gk)_
|A,I?
- ) \/e,%)yz + € + iy (3.80)
5+ =

_ VAL kK2 + k22 + k2k3 .
W N AT >

In Fig. 3.1 we show the Bogoliubov Fermi surfaces, the pseudomagnetic field in the basis defined in (3.58),
and the associated physical magnetisation. In panel (a) we see that the eight point nodes are inflated into
pockets. The pseudomagnetic field in panel (b) exhibits an octupolar structure. The octupolar structure implies
that the magnetisation shown in panel (c) vanishes on average.

T, representation: I = (1,4, 0)

The gap functions in the T, representation can be arranged in two distinct ways to yield a time-reversal
symmetry-breaking pairing state. Here we will begin with the chiral state with ordering vector I = (1,1, 0),
which will be investigated in more detail later. One possible way to write this is

A .
A= 7°(ny +il),). (3.82)

Projected into the + band we find the intraband gap

A
Vir = 70 cos{ sinB(cos ¢ + isin P) (3.83)
€p 5z T 1€
=4 —:xz ek’y : (3-84)
ket ~ €k,-
V3yA (k, + ik )k
= 1 e (3.85)

2 B XK+ Gy - B X KPR,

44



which is reminiscent of a chiral d-wave state with an equatorial line node at k, = 0 and point nodes at the poles
ke =k, =0.
The shift of the chemical potential in all three representations is given by
1A
bep LI
’ 16 €k+ — €k,
AP
2eps — €k,
_ 1Al 2 2 ki + Gy -24%) 2 kiki + 6Y2k;2<k;2/

[-7 + cos(20) — 2 cos? { cos(20)] (3.86)

[(ek,+ - ek,f)z - 2'el%,xz - zei,yz] (3.87)

, (3.88)
16 32
(B Xkt + Gy - B 3, kK2 )
and the pseudomagnetic field in only the representation of the angles (3.59)
IV .
Ohyp, = —=————sinO(sin{ cos ¢ + cos O sin ) (3.89)
o 2 €k,+ - €k’_
1 AP o
Shyk+ = ———————sinO(cos 0 cos ¢ — sin { sin ¢) (3.90)
7 2 €k+ ~ €k
1 ]A”
Shypy =—= 1A cos® 0. (3.91)
o 2 Ek,Jr - Gk’,
The magnitude of the pseudomagnetic field can be expressed in the following way
1A
|6k | = = . \/3 — 2 cos(2{) sin? 6 + cos(26) (3.92)
? 4 Gk)+ - ek,,
A 2
B ﬁ \/6’%)32242 * e yr €y (3.93)
S+ -
Vaylag 2 VB Xiki = B2 X kEkE, + 32K o
= 3.94

4 ﬁZ Z,» kz4 + (3)/2 - ﬁZ) Z,- ki2k1‘2+1

In Fig. 3.2 we show the Bogoliubov Fermi surfaces, the pseudomagnetic field in the basis defined in (3.58),
and its associated physical magnetisation. In panel (a) we see that the point nodes at the poles are inflated into
pockets, whereas the equatorial line node obtained a ribbon-like shape. This state breaks crystal symmetry. The
pseudomagnetic field in panel (b) involves both dipolar and octupolar contribution. The dipolar contribution
gives rise to an overall magnetisation in z direction, shown in panel (c). Whether this magnetisation will have
a measurable impact on the superconductor will be discussed in further detail in Section 4.6.

Before moving on to the cyclic T, pairing state, we will take a brief look at the validity of the low-energy
theory which we can easily assess now that we have expressions for the chemical potential shift and pseudomag-
netic field. In Fig. 3.3 we show the band structure of the BdG-Hamiltonian and the effective low-energy theory
for three sets of band parameters in the presence of the chiral T, pairing state with a small gap amplitude.

In panel (a), where the band splitting is weak and the band structure has two Fermi surfaces, the low-energy
theory fails miserably. This is not surprising because the magnitude of the pseudomagnetic field scales inversely
with the band splitting squared, i.e. when the band splitting is small, the corrections are no longer small and
the assumption of the perturbation theory breaks down. This also gives rise to enormous Bogoliubov Fermi
surfaces. For moderate band splitting in panel (b) the perturbation theory is still not applicable over wide

ranges of momentum space, but in a narrow window around the Fermi energy the reproduction of the exact
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M Figure 3.2. Low-energy structure of the time-reversal symmetry-breaking T, pairing state with ordering vector I = (1,4,0).
(a) Bogoliubov Fermi surfaces are shown in yellow on top of the normal-state Fermi surface in transparent grey. (b)
Pseudomagnetic field in the pseudospin basis (3.58). (c) Physical magnetisation of the states at the Fermi surface due to the
pseudomagnetic field. Reprinted figure with permission from P. M. R. Brydon et al., Phys. Rev. B 98, 224509 (2018). Copyright
© 2018 by the American Physical Society.

band structure is sufficient to qualitatively reproduce quantities like the density of states (see later in Fig. 4.11).
When the band splitting is very large and the band structure is inverted such that there is only a single Fermi
surface, the low-energy theory fits the exact band structure over a wide range of momentum space. In this

regime Bogoliubov Fermi surfaces are correctly described using the low-energy effective theory.
> T, representation: I = (1,w, w*)
Finally we consider the cyclic T, pairing state with ordering vector I = (1, w, w?). One possible combination

of gap functions to realise this time-reversal symmetry-breaking state is

A ) )
A= 70(1—~xz + ezZn/3ryz + ez471/3rxy)' (3.95)
Projected into the + band the intraband gap can be represented by
A . .

Vi = ?O cos {(sin 0 cos ¢ + €23 sin O sin ¢ + &3 cos 0) (3.96)

A . )
= ﬁ(ek,xz + elzn/3€k,yz + e14ﬂ/3€k,xy) (3'97)

k+ — Ck—

V3yh, kik, + 7Pk k, + ek k, (.08)
= . 3.9
2 B Xk + Gy - B Y, kR,
For this choice of distributing the relative phases the gap has point nodes along the principal axes and along
the [111] direction.
The expressions for the chemical potential shift are a lot more complicated than for the other pairing states

we discussed. In the three different representations

1A
Oe, = g% [5 - cos(2{) + cos?® {(sin® O sin(2¢)) + sin(26)(sin ¢ + cos ¢))] (3.99)
k,+ — Ck,—
— |A0|2 3 2 3 2 2 2 2 2 2 2
" -V [3€k 3022 + 3€k 22 + 26y + 264 1z + 265 o + € yz€iixz F €heyzCitiny T ChozCliny]
+ -
(3.100)
I 3B B K+ (67 30 3 KRR + 3923, + K3, + Kk, ) o
- 3/2 ' :

16 (B Xkt + Gy - B 3, k2k2 )
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M Figure 3.3. Validity of the low-energy theory. All panels show the band structure along the [100] direction where we would
expect the equatorial line node. Solid lines denote the exact eigenvalues of the BAG-Hamiltonian, dashed the effective low-
energy theory. The gap is small with an amplitude A = ¢/300. Vertical dashed lines mark the location of the normal-state
Fermi surface. Arrows point to the location of the Bogoliubov Fermi surfaces. The panels in the upper row show the band
structure in the radial direction from k = 0 to k = 2k;. The panels in the lower row are zoomed in on the boxes in the upper
row. Column (a) For weak spin-orbit coupling the resemblance is poor. Column (b) For moderate spin-orbit coupling
Bogoliubov Fermi surfaces are stable and the effective theory is valid in a narrow window around the Fermi energy. Column
(c) For the case of the inverted band structure the perturbative approach works best. The Bogoliubov Fermi surfaces are
very small.

Likewise, the expressions for the pseudomagnetic field are also much more complicated. We have in terms of

angles (3.59)

V3 1A S

Ohyp s = T o [cos O(sin { — sin O sin ¢p) — sin O(cos ¢(sin { + sin O sin ¢) + sin O sin? )] (3.102)
€k’+ - €k’_
oh = —ﬁ ﬂ [sin {(cos 6 — sin O sin ¢) + sin O cos ¢(sin O(sin ¢ + cos @) + cos 0)] (3.103)
kST e e ¢ ¢ ¢ 3.103
V3 1A 2 A1 i # i et . .
Oh, g+ = e —o cos” 0[2 sin { sin O(sin ¢ — cos ¢) + sin(20)(sin ¢ + cos p) + cos(20) + 1].  (3.104)
€+~ Ck-

The magnitude of the pseudomagnetic field is given by

1A
|6hy | = - C \/6 + 3 cos? {(sin? 6 sin(2¢) + sin(20)(sin ¢ + cos ¢)) — 3 cos(2{) (3.105)
€kt~ k-
R
= _(ek _Oek 7 BN \/3e£)3zz_72 + 36,%’)62_},2 + (ek’yz + €pxz T ek,xy)z (3.106)
T €k,

3ylal VB XK+ (2 - B X KPR

4 BY K+ Gy - Y kA, (3.107)
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The pseudomagnetic field has the largest magnitude of the pairing states considered so far, which has interesting
consequences on the formation of the Bogoliubov Fermi surfaces.

In Fig. 3.4 we show the Bogoliubov Fermi surfaces, the pseudomagnetic field in the basis defined in (3.58),
and its associated physical magnetisation. We would expect that the eight point nodes of (3.95) inflate into
eight distinct pockets like in the case of the E, pairing state. However, looking at panel (a) this is not the case
and instead we have two gigantic Bogoliubov Fermi surfaces which connect four point nodes each. This is an
effect of the large pseudomagnetic field mentioned earlier. The euclidean distance between the point nodes
in momentum space is shorter than in the E; case and therefore the gap between them is much shallower.
This pairing state breaks crystal symmetry. Like for the chiral state, the pseudomagnetic field in panel (b)
encompasses both dipolar and octupolar contributions, however, this time the overall magnetisation in panel

(c) points along the three-fold axis.

3.4 Summary

In this chapter we have introduced the concept of Bogoliubov Fermi surfaces. These extended nodal surfaces
appear generically in any multiband even-parity superconductor that breaks time-reversal symmetry. We have
studied the origin, the stability, and the effects of Bogoliubov Fermi surfaces in a paradigmatic model with two
bands. Care has been taken to draw conclusion as general as possible to not depend on this specific model. The
generalisation to more than two bands is straight-forward.

The presence of multiple orbitals facilitates the existence of orbitally non-trivial s-wave pairing states, which
we called anomalous s-wave states or internally anisotropic pairing states. If these pairing states break time-
reversal symmetry it implies that they give rise to a non-unitary gap product. Treating the interband pairing
perturbatively we derived an effective low-energy theory which explains the origin of the Bogoliubov Fermi
surfaces in terms of a pseudomagnetic field, which inflates point and line nodes into extended surfaces. The
time-reversal odd part of the non-unitary gap product is directly related to this pseudomagnetic field. The
Bogoliubov Fermi surfaces are topologically protected by a Z, Pfaffian invariant.

The general properties of the Bogoliubov Fermi surfaces have been illustrated on the example of the Luttinger-
Kohn Hamiltonian of j = 3/2 fermions, which has served as a paradigmatic model of Bogoliubov Fermi surfaces
in the literature [66, 76, 77, 133, 135, 136].



Chapter 4

Bogoliubov Fermi surfaces stabilised by
spin-orbit coupling

The material presented in this chapter has been published previously in

[140] H.Menke, C. Timm, and P. M. R. Brydon, “Bogoliubov Fermi surfaces stabilized by spin-orbit coupling”,
Phys. Rev. B 100, 224505 (2019).

In the previous chapter we have introduced the concept of Bogoliubov Fermi surfaces, their general theory
and topological protection. In this chapter we are going to investigate the thermodynamic stability of these
Bogoliubov Fermi surface on the example of the paradigmatic model introduced in Section 3.3. We numerically
extract the mean-field phase diagram as a function of spin-orbit coupling and temperature and compare
the results with Ginzburg-Landau theory. We find a stable pairing state with Bogoliubov Fermi surfaces for
moderate values of the spin-orbit coupling. Multiband effects and cubic anisotropy give rise to a rich phase

diagram. Finally we will discuss some experimental signatures of the state with Bogoliubov Fermi surfaces.

4.1 Known limits

Previous work on two-band superconductors has dealt with the influence of spin-orbit coupling on the selection
of the superconducting instability [64, 66, 70, 133, 137]. In the following we will briefly review these results.

Vanishing spin-orbit coupling

Ho and Yip [137] have studied pairing in j = 3/2 free fermionic fluids in the context of cold atomic gases. This
corresponds to the limit of vanishing spin-orbit coupling in the Luttinger-Kohn model, which implies that the
bands are four-fold degenerate [137, 138]. Evaluating the Ginzburg-Landau free energy (D.9) for this system
yields the same form as that of a general d-wave singlet superfluid. The possible ground states of this have
been determined previously by Mermin [139]. For fermions with spin j = 3/2 in the ] = 2 quintet channel
the stable solution is a real state, i.e. any state where the pairing potential is real up to a constant global phase
factor. Hence time-reversal symmetry remains unbroken. Due to the four-fold degeneracy of the bands and the
absence of band splitting, the normal-state Hamiltonian and the pairing can be simultaneously diagonalised
by a momentum-independent spin rotation, which can be determined straight-forwardly by diagonalising the
matrix pairing potential, because the normal-state Hamiltonian is already diagonal in the absence of band
splitting. Hence the problem essentially separates into two single-band s-wave singlet superconductors with a

uniform gap across the whole Fermi surface.
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For a time-reversal symmetry-breaking pairing state the situation is different, because two of the four degen-
erate Fermi surfaces remain ungapped, as can be seen easily from the matrix representation of an exemplary
pairing state:

0 0 V2 0
0 0 0 O
r,+il,, = = C3/5C_1/2 — C_1/2C3/2- 1
xz yz —\/i 0 0 0 3/2¢-1/2 1/2€3/2 (4.1)
0 0 0 O
In this case only j = 3/2 and j = —1/2 bands will be gapped. Since a time-reversal symmetric pairing state

will always open a gap on all Fermi surfaces it is energetically more favourable. Spin-orbit coupling lifts the
four-fold degeneracy and leads to the appearance of nodes on the Fermi surface. However, for sufficiently weak
spin-orbit coupling we expect the fully-gapped time-reversal-symmetric state found by Ho and Yip [137] to
be realised, because the energy difference between a time-reversal symmetric and a time-reversal symmetry

breaking pairing state is generically finite.

Strong spin-orbit coupling

When the spin-orbit coupling becomes much larger than the pairing potential the interband pairing can be
treated as a perturbation to the single-band physics, as we have seen before in Section 3.2. In this limit the
intraband gap for the Luttinger-Kohn Hamiltonian for a general pairing state in the T, irrep is given as

_ +@ Ay kyk, + Akok, + Ay kik,

5 . (4.2)
VE Bk + (Gy? - Bk ]

‘/’k,t

The interplay of the normal-state spin-orbital texture at the Fermi surface with the ] = 2 quintet pairing gives rise
to a d-wave-like form factor. In this case it is preferred that time-reversal symmetry is broken maximally because
that will remove intersecting line nodes to enhance the overall gap magnitude and lower the free energy [42].
This can be understood within the Landau expansion which gives the difference between normal-state and
superconducting state free energy in powers of the pairing potential F = a|A|* + O(|A[*). Superconductivity
is driven by the quadratic term, which is called the condensation energy. The condensation energy depends
on the square of the pairing potential averaged over the Fermi surface, so nodes are generally detrimental to
superconductivity. It might still be favourable to form nodes in some situations depending on the microscopic
pairing mechanism. When two or more equivalent gap functions are degenerate, like here in the T,, manifold

of the d-wave functions, they can form a linear combination, such as d,, + id

xz T id,,;, whose absolute value squared

is greater than that of the individual parts. For a spherical Fermi surface this state will replace the vertical line

nodes of each individual wave function with only point nodes [90].

4.2 Ginzburg-Landau theory

It is possible to evaluate the Ginzburg-Landau free energy in a very generic fashion up to the point where the
integrals over momentum space have to be evaluated. Thanks to inversion and time-reversal symmetry we can
conveniently parameterise the Greens function of (3.1) in terms of two poles

Glhw) = | —— (1, + &)y L (g, & P)] (43)
2 l(,()—Ek)+ |€k| lw—Ek,_ |€k|




The hole-like Green’s function is related to the electron-like one by

> aT g .yl
G(k,w)z—GT(k,—iwn)zl[ ! <n4+€k'V >+ ! (114—6’” )] (4.4)

2 iw+ Ek,+ |€k| iw+ Ek,— |gk|

Expanding the Ginzburg-Landau free energy up to fourth order for a multi-component order parameter

A = (A,, ..., Ay) we can generically write it as
FGL = Z ATOCUA] + Aj A}‘ﬂijklAkAl' (45)
ij ijkl

The leading instability is determined by the stationary point of F; to lowest order

OFg,
A!

=Y ;A + O(AP) = 0. (4.6)
j

This matrix equation always has the trivial solution A = 0. For non-trivial solutions to exist, the determinant
of the matrix o must vanish. This procedure, however, cannot distinguish between a time-reversal invariant
and a time-reversal symmetry-breaking state, so to find the true ground state the fourth-order coefficient has
to be taken into account. Group theory dictates that all superconducting states within the same irreducible
representation have the same critical temperature [42]. In the following, whenever we are talking about the
critical temperature T, we refer to its definition in terms of the second-order phase transition within the
Ginzburg-Landau framework where the second-order coefficient has a stationary point.

Therefore, in the simplest approach to study the time-reversal symmetry-breaking phase transition we
evaluate the fourth-order term of the Ginzburg-Landau free energy for both a time-reversal invariant and a
time-reversal symmetry-breaking pairing state and determine the crossover point as a function of spin-orbit
coupling. We can use the Green’s functions defined above which is more convenient for numerical evaluation,
or we can project the Hamiltonian into the pseudospin basis where the Green’s function is simply diagonal.
The details of the explicit expressions and their evaluation are unimportant and are therefore deferred to
Appendix D.

The Ginzburg-Landau approach has been used previously to asses the stability of Bogoliubov Fermi surfaces
in [66]. However, there the limit of inverted band structure with very strong spin-orbit coupling was assumed
where only a single band crosses the Fermi surface. It was found that in this limit a time-reversal symmetry-
breaking state with Bogoliubov Fermi surfaces is stable and a lower bound was set on the required strength
of the spin-orbit coupling. As we will see in the next section, this estimate is too conservative. Therefore
we reevaluate the Ginzburg-Landau treatment without approximating the band structure and compare and
contrast with numerical results from direct minimisation of the free energy, to assess the correctness of the
Ginzburg-Landau approach.

A Ginzburg-Landau treatment of the paradigmatic Luttinger-Kohn Hamiltonian has been performed in the
literature [73, 134]. In this scenario the system has full spherical symmetry and the band structure is inverted
with the chemical potential at the band touching point such that the density of states at the Fermi point is
zero. In this case a weak-coupling instability is insufficient to give rise to superconductivity. For this “strong
coupling” scenario it is found that the leading instability is a uniaxial nematic state.

4.3 Time-reversal symmetry-breaking in the spherical limit

From the previous discussion we expect a time-reversal symmetric state for vanishing spin-orbit coupling and

a time-reversal symmetry-breaking state in the limit of very strong spin-orbit coupling where the Bogoliubov



Fermi surfaces will be infinitesimally small and indistinguishable from point and line nodes. It is clear that there
will be a time-reversal symmetry-breaking phase transition, however, the question is whether the resulting
Bogoliubov Fermi surfaces will be observable or not. If the Bogoliubov Fermi surfaces were too small to
distinguish them from point and line nodes, their experimental signatures would also be indistinguishable,
rendering their observation very difficult.

In this section we will investigate this time-reversal symmetry-breaking phase transition on the example of
the paradigmatic Luttinger-Kohn model. In the limit 8 = y the Hamiltonian (3.37) transforms under SO(3)
and can be reduced to

h(k) = (alkl> = )1 + Bk - J)? (4.7)

with doubly degenerate eigenvalues

5
By, = <(x + Zﬂ + /3)|k|2 _u (4.8)

We are interested in the point of time-reversal symmetry-breaking as a function of the band splitting. In
Fig. 4.1 we show representative band structures for the different cases we anticipate at fixed chemical potential
y. In panel (a) in the absence of band splitting (8 = 0) the bands are four-fold degenerate and there is only
a single Fermi surface. This is the case that has been discussed by Ho and Yip [137] and therefore we expect
a time-reversal symmetric pairing state to be realised. If we choose the sign of 3 negative, one of the bands
starts splitting down. For moderate values of 3, as shown in panel (b), there are two Fermi surfaces. The band
splitting at the Fermi surface is also moderate, so we cannot expect the effective single-band theory to hold.
For large magnitudes of 3 one of the bands will bend completely downwards and not appear at the Fermi level
anymore. In this case the band splitting is very large and if the gap is small compared to the band splitting the
effective single-band theory is a good approximation. In fact, this is the case the effective single-band model
was originally formulated for [64]. From this we naively expect that for the situation in panel (a) time-reversal
symmetry is preserved whereas in panel (c) time-reversal symmetry will be broken.

Aside from verifying this hypothesis there are more questions to be answered. What is the minimal band
splitting sufficient to realise a time-reversal symmetry-broken state? How will the system evolve from a time-
reversal-symmetric into a time-reversal symmetry-breaking state? Does the “+” band in Fig. 4.1 have to curve
downwards before Bogoliubov Fermi surfaces can appear? What will the size of the Bogoliubov Fermi surfaces

be and will they be clearly distinguishable in size from point and line nodes?

4.3.1 Time-reversal symmetry breaking at the critical temperature

In the following we are going to focus on the T, manifold of the pairing states. The results do not differ qualita-
tively for the E, manifold. As we have discussed earlier in the context of the Landau expansion of the free energy,
there are four distinct equilibrium states for the Ty manifold, which are I = (1,0,0), (1,1, 1), (1,4,0), (1, w, w?).
The first two are time-reversal symmetric, whereas the latter two break time-reversal symmetry. In the spherical
limit the Ginzburg-Landau expansion up to fourth order cannot distinguish the true equilibrium among the
time-reversal symmetric (1,0,0) and (1, 1, 1) states, as well as the time-reversal symmetry breaking (1, {,0) and
(1, w, w?) states, respectively [134]. So at the level of Ginzburg-Landau theory we will consider the time-reversal
symmetry-breaking phase transition from (1,0,0) to (1,i,0), but the results readily apply to the (1,1, 1) to
(1, w, w?) transition as well.

To check the validity of our Ginzburg-Landau theory, we will compare the fourth-order coefficient to
the one that we extract from the full mean-field Helmholtz free energy (C.46). To this end we pick a critical



B=0 —4la]/9 < <0 B < —4lal/9

(a) x4 (b) X2 | (c) X2

1 1 1 1
0 kF,O 0 kF,— kF,+ 0 kF,—
k

M Figure 4.1. Representative spectra along the radial direction for the spherically symmetric model described by Eq. (4.7). (a)
In the absence of spin-orbit coupling, the bands are four-fold degenerate. The single Fermi surface has a radius kz = \/u/a.
We chose a > 0 so that the band has positive effective mass. (b) Moderate spin-orbit coupling lifts the four-fold degeneracy,
yet both doubly degenerate bands still have positive effective mass. There are now two Fermi surfaces with wave vectors
ke, = /(o +5B/4 + f). (c) For B < —4a/9, the effective mass of one of the bands becomes negative, and there is only
a single Fermi surface. Reprinted figure with permission from H. Menke et al., Phys. Rev. B 100, 224505 (2019). Copyright
© 2019 by the American Physical Society.

temperature T, and choose the attractive interaction Vr,, = go In (3.54) such that the second-order coefficient
of the Ginzburg-Landau free energy is zero, i.e. at T, the lowest order non-zero term in the free energy is the
fourth-order term. This allows us to fit the Helmholtz free energy with a polynomial of the form F(A,) = 8|A,|*
for small gap amplitudes A,. The coeflicient § is then equivalent to the fourth-order coefficient in the Ginzburg-
Landau free energy. The coeflicient § depends on the choice of the pairing state as well as the band parameters,
hence a crossing will mark the point of the time-reversal symmetry breaking phase transition. Of course, the
Helmholtz free energy also contains terms of order higher than four, so we expect some deviations between the

two.

In Fig. 4.2 we plot the fourth-order coefficient of the Helmholtz free energy and the Ginzburg-Landau free
energy just below the critical temperature for a time-reversal symmetric (1,0,0) or (1,1,1) and a time-reversal
symmetry-breaking (1,,0) or (1, w, w?) pairing state. At some point the time-reversal symmetry-breaking state
will assume a lower value than the time-reversal symmetric state, which marks the point of the time-reversal
symmetry-breaking phase transition. This point differs slightly for the Helmholtz and the Ginzburg-Landau

free energy, yet they are in very good agreement.

One peculiarity about the fourth-order coefficient in Fig. 4.2 is that there is a region where it assumes
a negative value. In this area the minimum of the free energy is no longer determined by the fourth-order
coeflicient, but by higher order terms which also implies the presence of a first-order phase transition. We will

go into more detail about that later.

4.3.2 A temperature-dependent phase diagram

The Ginzburg-Landau theory can only give us information about what happens just below the critical tem-
perature. For lower temperatures we will have to find the self-consistent gap by direct minimisation of the
Helmbholtz free energy. For this we will focus on a submanifold of the T states spanned by the (1,0,0) and
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M Figure 4.2. Comparison of the fourth-order coefficient of the free energy as obtained analytically from Ginzburg-Landau
theory and numerically from the Helmholtz free energy. The inset is a zoom of the box marked in the full size plot where
the points have been connected by lines as a guide to the eye, where solid refers to the Helmholtz free energy and dashed to
the Ginzburg-Landau free energy. The solid and dashed vertical line denote the point of time-reversal symmetry breaking
as predicted by the Ginzburg-Landau and Helmholtz free energy, respectively.

(1,1, 0). Therefore we choose the mean-field ansatz:

A=A_T  +iA T (4.9)

xz*xz yzyz>

with two real variational parameters A, and A, .. If one of the parameters is zero, the resulting state is equivalent
to the (1,0, 0) state, which preserves time-reversal symmetry. For non-zero A, and A, the state breaks time-

reversal symmetry, which is maximally broken for A,, = A, which in turn corresponds to a (1,7, 0) state. The

2
restriction to the xz and yz pairing states may seem artiﬁciﬁl in the cubic system, but these are the only pairing
states that are also degenerate in other crystal systems, including hexagonal (E, ; in Dgy,) and tetragonal (E,
in D). For example, a chiral d-wave state with the same symmetry is believed to be realised in tetragonal
URu, Si, [141]. In contrast to the E 4 Tepresentation which also features two degenerate pairings, the (1,4, 0)
features an equatorial line node, whereas the other T state (1, w, «?) and the E 4 states only have point nodes.
This results in a larger penalty to the free energy, such that in the worst case, we underestimate the stability of
the time-reversal symmetry-breaking state with Bogoliubov Fermi surfaces. It is therefore expected that our
conclusions qualitatively apply to any superconductor with two degenerate pairing potentials. The pairing state
in the spherically symmetric limit has also been considered in Refs. [74, 134, 142].

In Fig. 4.3, we present the phase diagram as a function of temperature and spin-orbit coupling. In Figs. 4.4(a)-
4.4(f) we show the band structure for the points labelled in Fig. 4.3 along the [100] direction where we expect
nodes from the projected gap. That implies that gaps along this direction are entirely due to interband pairing. To
obtain comparable results over a wide range of values for the spin-orbit coupling, we fix the critical temperature
T, by varying the attractive interaction g, such that the second-order coeflicient of the Ginzburg-Landau free
energy vanishes at the chosen critical temperature, here kgT, = /60. This eliminates effects due to changing
density of states at the Fermi energy as we tune through the spin-orbit coupling.

Starting at 3 = 0 we find a fully gapped time-reversal symmetric state as was predicted earlier by Ho and
Yip [137], which we label “nodeless TRS”. As we turn on the spin-orbit coupling (8 < 0), the projection of
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M Figure 4.3. Phase diagram for the T, pairing states given by Eq. (4.9) as a function of spin-orbit coupling and temperature.
The left panel is a zoom of the box in the right panel. The colour code indicates the gap magnitude VA2, + AZ},Z where

brighter colours mean larger gaps and white means no superconductivity. The horizontal line at T/T, = 1 denotes the

critical temperature T, as defined by Ginzburg-Landau theory which remains fixed. Lines of first-order (second-order)

phase transitions are indicated in red (orange). The blue dot in both panels indicates the point of the time-reversal symmetry-
breaking phase transition, the red dot in the panel on the right denotes the onset of the first-order phase transition, both

estimated by Ginzburg-Landau theory. The label “TRS” (“TRSB”) indicates that the ground state is time-reversal symmetry-
preserving (-breaking). The labels C, and C, indicate the rotational symmetry of the corresponding energy spectrum.
Spin-orbit coupling f is plotted as an effective spin-orbit energy Bk?/(kzT.) where k = u/(cx + 53/4). Reprinted figure with

permission from H. Menke et al., Phys. Rev. B 100, 224505 (2019). Copyright © 2019 by the American Physical Society.
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M Figure 4.4. (a)—(f) Band structure in the vicinity of the Fermi energy for parameter sets indicated by the corresponding
labels in Fig. 4.3 along the [100] direction where we expect nodes in a nodal state. The Fermi wave vectors are given by

kg, = \u/(a + 5B/4 = B). Reprinted figure with permission from H. Menke et al., Phys. Rev. B 100, 224505 (2019). Copyright
© 2019 by the American Physical Society.
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B Figure 4.5. Sketch of the pairing amplitudes |A,,| and |A, | and of the gap structure in the nodal TRS, TRSB C,, and
TRSB C, phases, see Fig. 4.3. The TRSB C, state breaks both TRS and C, symmetry. Reprinted figure with permission from
H. Menke et al., Phys. Rev. B 100, 224505 (2019). Copyright © 2019 by the American Physical Society.

the normal-state spin-orbital texture gives rise to nodes (“nodal TRS”). As the four-fold degeneracy of the
bands is lifted, the distinction between intra- and interband pairing becomes possible. For small amplitude
of the pairing potential, i.e. close to T, interband pairing is not strong enough to gap out the nodes. As the
temperature is lowered the interband pairing potential increases, shifting the nodes away from the Fermi surface
atkp, = \/u/(a + 58/4 = fB), which can be seen in the band structure at point (f) in Fig. 4.4. At a critical value
of the pairing potential, the nodes meet and annihilate, marking the recovery of the nodeless TRS phase.

Further increasing the spin-orbit coupling we find that the transition into the superconducting state becomes
first order. This was already indicated by the sign change of the fourth-order coefficient in Fig. 4.2. From the
rightmost zero of the fourth-order coefficient in Fig. 4.2 we can estimate the location of the onset of the first-
order phase transition in a tricritical point. We find very good agreement between the numerical calculation
and our GL theory, cf. the red dot at k3 = —2.59 kzT, in the right panel of Fig. 4.3. In the region where the
superconductivity is enhanced beyond the expected critical temperature, the pairing potential also has a much
larger magnitude than is expected from BCS theory. The accompanying very large interband pairing potential
ensures a full gap across the full Fermi surface as can be seen in points (d) and (e) in Fig. 4.3. This state will be
referred to as the “large-gap” phase, in contrast to the other, “small-gap” phases. The origin of the large-gap
phase will be discussed later.

Increasing the spin-orbit coupling beyond Bk? ~ —8.4 kzT., we observe an abrupt drop in the magnitude
of the pairing potential and the large-gap nodeless TRS phase gives way to a small-gap nodal state. Close to T,
a time-reversal symmetric state is realised (“nodal TRS”) whose gap is well approximated by the projected gap
in (3.85) and exhibits line nodes. The line nodes appear along the [100] direction and are shown in point (e)
in Fig. 4.4. As time-reversal symmetry-breaking takes place, the superconducting state exhibits reentrant
behaviour with the time-reversal symmetric state below the critical temperature. In the region of reentrance a
time-reversal symmetry-breaking state is realised but time-reversal symmetry is not broken maximally because
A, and A, have unequal magnitude. This intermediate state between (1,0,0) and (1,1, 0) only appears below
T, and breaks the C, rotational symmetry of the spectrum down to C,, which is why we label it with “TRSB
C," As the spin-orbit coupling is increased further, the magnitudes of A, and A, converge and the (1,7,0)
state is realised which restores the C, symmetry and is therefore labelled with “TRSB C,”. The intermediate
TRSB C, state can be visualised as a continuous rotation of the vector I from (1,0, 0) to (1,1,0), see Fig. 4.5.
The boundary of the TRSB C, phase shows reentrant behaviour, but it is realised at all temperatures beyond
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M Figure 4.6. Comparison of the fourth-order coefficient of the free energy as obtained analytically from Ginzburg-Landau
theory (points) and numerically from the Helmholtz free energy (lines) in the presence of cubic anisotropy. The value
Bk = -9.92 k,T. is fixed. The inset is a zoom of the box marked in the full size plot.

Bk# = —9.7 kgT,. Both the TRSB C, and the C, phases have extended Bogoliubov Fermi Surfaces.

In the previous section we have estimated the critical value of the spin-orbit coupling where the TRSB C, state
becomes stable just below T, from Ginzburg-Landau theory, cf. Fig. 4.2, which is located at k% ~ —8.957 k5 T...
We show this estimate as a blue dot in both panels of Fig. 4.3. As already noted earlier, this estimate is in very
good agreement with the value that we get from mean-field theory. In a previous analysis in [66] the critical
spin-orbit energy was estimated at k# ~ —11.572kgT. (expressed in our units) and, therefore, overestimated it
by about 30%. This disagreement stems from from the approximation adopted in [66] that the bands are split
by a constant instead of by the momentum-dependent splitting Sk?. Nevertheless, we confirm that the TRSB

C, state with Bogoliubov Fermi surfaces is realised at moderate values of spin-orbit coupling.

4.4 Lifting degeneracies with cubic anisotropy

Cubic anisotropy is introduced by y # [ in (3.37). This has the effect that we are no longer able to analytically
evaluate the angular integrals. It is still possible to evaluate the integrals numerically, but convergence is slow.
Hence we use the approach discussed earlier of evaluating the Helmholtz free energy at T, as a function of the
magnitude of the pairing potential A and fitting a fourth-order polynomial to it to extract the fourth-order
coefficient of the free energy. The result is shown in Fig. 4.6 where points represent the Ginzburg-Landau
expansion and lines the numerically calculated Helmholtz free energy. The agreement is not exact and the
deviation increases with increasing cubic anisotropy but the trend is reproduced correctly, which is why we use
the fourth-order coefficient extracted from the Helmholtz free energy in the following.

We note that cubic anisotropy splits apart the (1,0,0) and (1, 1, 1), as well as the (1,7,0) and (1, w, w?)
solutions which we found to be degenerate in the spherical limit earlier. Positive anisotropy (|y| > |S]) lowers
the free energy of the (1,0, 0) and (1, i, 0) states, whereas negative anisotropy (|y| < |B|) favours the (1, 1, 1) and
(1, w, w?) states.

In Fig. 4.7 we show a phase diagram just below the critical temperature as a function of spin-orbit coupling
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M Figure 4.7 Phase diagram just below the critical temperature as a function of spin-orbit coupling and cubic anisotropy
obtained numerically from the Helmholtz free energy. The colour code indicates the superconducting state.

and cubic anisotropy. There is a pronounced asymmetry in the phase diagram between |y| < |f| and |y| > |B].
In the region where |y| > |B|, the (1, 1, 1) and (1, w, w?*) states are stabilised, whereas for |y| < |B| we find the
(1,0,0) and (1,1,0) phases to be more stable. We find the regions of first-order transitions by performing a
direct minimisation of the free energy at T,. A minimum away from A = 0 indicates a large gap state with
a first-order phase transition into the normal state. Whether the phase is “(1,0,0) large” or “(1, 1, 1) large”
is decided by which free energy is lower. In the region y < S the first-order phase transition is suppressed
and disappears entirely for sufficiently large y. At the same time the time-reversal symmetry-breaking phase
transition moves to smaller |f3|. These trends are reversed for y > .

In Fig. 4.8 we show temperature-dependent phase diagrams along two cuts through Fig. 4.7, viz. y = 2
(dashed line) and y = f3/2 (dash-dotted line). As expected no first-order transition is found along the cut
y = 23. The estimate for the point of the time-reversal symmetry-breaking phase transition that we obtain from
Ginzburg-Landau theory agrees with the numerical phase diagram. We still find remnants of the large-gap
phase below T in the nodeless TRS phase, because the gap magnitude is still enhanced beyond the expectation
from BCS theory, however the transition into the nodal TRS phase is steep but not abrupt. The intermediate
TRSB C, phase is suppressed to very low temperatures and has become very narrow. Along the other cut
y = /2 we do not recover the small-gap phase within the limits of our phase diagram. The onset of the first-
order phase transition in a tricritical point is predicted correctly by Ginzburg-Landau theory. Time-reversal
symmetry breaking on the other hand is not observed because it is obstructed by the large-gap phase.
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M Figure 4.8. Phase diagram as a function of temperature along cuts through Fig. 4.7. The colour code represents the gap
magnitude where darker corresponds to smaller, brighter corresponds to larger gap, and white means no gap. (a) Cut
along the direction y = 2f3. The first-order phase transition is not present at T,. Below T, we find a high-gap phase but the
transition is only weakly first-order. (b) Along the y = /2 cut the high-gap phase is present, as expected from Fig. 4.7. The
critical temperature is strongly enhanced and larger gap sizes are found. In both figures, the blue dot at T, is the point of
time-reversal symmetry breaking and the red dot at T, is the tri-critical point as predicted by the Ginzburg-Landau free
energy. Reprinted figure with permission from H. Menke et al., Phys. Rev. B 100, 224505 (2019). Copyright © 2019 by the
American Physical Society.

4.5 Simple model for the first-order phase transition

The first-order phase transition into the large-gap phase, that we observe in Figs. 4.2, 4.3, 4.6, and 4.7 is a

remarkable feature of our phase diagram. Including cubic anisotropy, however, suppresses the first-order phase

transition as shown in Fig. 4.7. This indicates that its appearance depends on the balance between the two

spin-orbit coupling terms. It becomes clear that the transition is controlled by the relative magnitude of the intra-
and interband pairing potentials, which are directly related to the spin-orbit coupling terms of the normal-state

Hamiltonian.

In the Luttinger-Kohn model the ratio between the intra- and interband components of the pairing is fixed
by spin-orbit coupling. In our simple model we will instead introduce an independent parameter r to control
the balance. We further remove the spin degree of freedom from the model such that we end up with the
following spinless two-band Hamiltonian

&+ O B r 1-r?
h(k) = < 0 Ek,—) , A= W(m _r ) > (4.10)

with the dispersions & , = (1 + 8)e; — 4, where § parameterises the band splitting and the precise form of ¢ is
unimportant. The band splitting parameter § plays a role analogous to the spin-orbit coupling terms in the full
model where the band splitting is characterised by differing effective masses of the Luttinger-Kohn bands in
the spherical limit as illustrated in Fig. 4.1. The pairing potential is determined by the momentum-independent
magnitude 7 and the parameter r (0 < r < 1) determines the ratio between intra- and interband pairing, where
r = 0 corresponds to pure interband pairing and » = 1 to pure intraband pairing. The intraband pairing
has opposite sign on each band, cf. (3.4). In Fig. 4.7 we observe the first-order phase transition only in the
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M Figure 4.9. Phase diagram of the simple model as a function of the pairing ratio r and the effective band splitting energy
x = 8u/(kgT.). A first-order phase transition is only possible for x > x_ because only then there is a region where F, < 0.
Reprinted figure with permission from H. Menke et al., Phys. Rev. B 100, 224505 (2019). Copyright © 2019 by the American
Physical Society.

time-reversal symmetric phase and therefore, without loss of generality, we assume # to be real.

In our simple model the magnitude of the pairing potential and the ratio between intra- and interband
pairing are both momentum-independent, whereas in the Luttinger-Kohn model these quantities vary across
the Fermi surface. It is nevertheless possible to define this ratio for the Luttinger-Kohn model in terms of the

Fermi-surface average,

1 J do

2 2

ri= —o—— | — Iyal® (411)
A+ 0, ) 4 TR

To investigate the phase diagram of our simple model, we compute the Ginzburg-Landau free energy up to

fourth order
F=En*+En*+ O(r]6), (4.12)

and extract the fourth-order coeflicient

1—2)2 . ; o 4 B
Fy=kgT Y [%(GEG& +G2G?) - 2r2(1- )G, G.G,G. + %(Gici +G2G?)

kiiw,

+r2(1-r?)(G,G, +G_G.)(G,G_+G_G,)|, (413)

where G, = (iw, — &) and G, = (iw, + & ,)"". An overall negative sign of the fourth-order coefficient
marks the existence of a first-order phase transition. In Fig. 4.9 we show a phase diagram for the sign of the
fourth-order coeflicient as a function of the ratio r and the band splitting 8. For sufficiently small 7, i.e. mostly
intraband pairing, we find that F, is positive at small band splitting &, but becomes negative for increasing &,
and finally returns to a positive value. Under the assumption that higher-order terms in the Ginzburg-Landau
free energy can be ignored, this indicates that the phase transition becomes discontinuous beyond a critical
band splitting, but a continuous transition is recovered as the band splitting is further increased.

This conclusion for the simple model is in qualitative agreement with the phase diagram for the Luttinger-
Kohn model in Figs. 4.3 and 4.7. Calculating the Fermi surface average in (4.11) for a time-reversal symmetric
I, or I, pairing state in the spherical limit gives r = 1/ V5. According to the simple model, the phase transition
at this value of » becomes discontinuous at |x| = |0u/(kgT,)| = 2.460, which is in very good agreement with the
location of the tricritical point for the full model at |x| = 2.594 (red dot in Fig. 4.3) for which we related the band



splitting § of the simple model to the effective band splitting in the Luttinger-Kohn model § = /(« + 53/4).
Furthermore the simple model can explain the asymmetry of the region of first-order phase transition that we
observed in Fig. 4.7. For |y| > |Bl, the intraband pairing potential is enhanced, which, in turn, increases the
value of r and, thus, suppresses the first-order transition. Conversely, |y| < || reduces the intraband pairing
potential and, thus, r and favours the first-order transition.

In both the simple model and the Luttinger-Kohn model the first-order phase transition eventually dis-
appears again, recovering a second-order phase transition at sufficiently large values of the band splitting J.
However, the reappearance of the second-order phase transition is not marked by a tricritical point but by a
discontinuous jump in the minimum of the free energy and therefore in the gap magnitude. We can observe
this in Fig. 4.3 where there is a jump from a large-gap nodeless TRS to a small-gap nodal TRS also below T. To
properly capture this behaviour an expansion of the Ginzburg-Landau free energy to at least eighth order in #
would be required, which is not performed here.

The appearance of the region of first-order phase transition in Fig. 4.7 can therefore be understood within
this simplified model which removes any complications like nodal gap structure and time-reversal symmetry
breaking. In summary, we have found that the first-order phase transition only depends on the ratio between

intra- and interband pairing.

4.6 Properties of the time-reversal symmetry breaking state

Returning to superconductivity in the Luttinger-Kohn model in the spherically symmetric limit. In this
section we will discuss some of the properties of the time-reversal symmetry breaking state, because it displays
Bogoliubov Fermi surfaces and therefore the behaviour is expected to be different from a pairing state with
only point and line nodes. In the (1,7, 0) state time-reversal symmetry is broken maximally and therefore we
can write the pairing wave function as A = Ay (T, + il',;) where A is the gap magnitude and can be chosen to
be real. For the further investigation we choose the parameters that are labelled with (a) in Figs. 4.3 and 4.4.

4.6.1 Bogoliubov Fermi surfaces

To map out the Bogoliubov Fermi surfaces we search for zeros of the energy eigenvalues. Thanks to the rotational
symmetry around the z axis and inversion symmetry, we can restrict ourselves to a slice through the first octant.
The resulting nodal surfaces are shown in figure 4.10. The size of the Bogoliubov Fermi surfaces scales with the
magnitude of the pseudomagnetic field, which is inversely proportional to the band splitting. Since the band
splitting grows as |k|*, we expect the inner Bogoliubov Fermi surface to be larger than the outer one, which is
confirmed in Fig. 4.10. The Bogoliubov Fermi surfaces have the largest volume close to the boundary with the
TRSB C, phase, because there the band splitting is smallest. In this region the Bogoliubov Fermi surfaces are
clearly distinguishable from point and line nodes.

4.6.2 Density of states

The Bogoliubov Fermi surfaces will lead to a residual density of states in the superconducting gap because in
the nodal regions Cooper pairs are being broken, which is not expected for clean superconductors. To this
end we compute the density of states numerically from the mean-field dispersions and analytically from the

low-energy single band theory.
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Before we can evaluate the density of states in the low-energy theory we have to apply some approximations.
Close to the Fermi surface we can assume that the magnitude of the momentum is constant with kp, =
Vu/(a + 5B/4 + ) and therefore the pseudomagnetic field and the projected gap only depend on the value of
the polar angle 6. Then we have for the magnitude of the pseudomagnetic field

2
Ih, (6)] ~ |71 /5 + 3 cos(460)

; (4.14)
V8| BIkE .
and for the projected gap
ly, (0)] = 3|x cos O'sin 6. (4.15)
Then the density of states in the + band is then given by
T b(E - alh,.(0)])sinfdo
pi(E)=No,iZj (E - alh, (0)]) ()
ab 0 \(E - alh, 0)))? - Iy (6)2
where the normal-state density of states \V; , is given by
4
vE (417)

0+~ (a+5p/4x PPl

We have assumed the normal-state density of states \Vj . to be constant in the range of the superconducting
gap by which we have also neglected the shift of the chemical potential y;. . Evaluating (4.16) numerically, we
find excellent agreement with the numerical results, as shown in Fig. 4.11.

We clearly see the large residual density of states at zero energy in the superconducting gap. This contribution
is as large as 20% of the normal-state density of states. The plateau at zero energy results from the lifting of
the pseudospin degeneracy by the pseudomagnetic field h. The effect is that the nodal contribution of each
pseudospin species is shifted in energy leading to the scaling p(E) o (|E + |h|| + |E — |h||)/2 instead of
p(E) o< |E|. This gives a constant DOS for —|h| < E < |h|, as also reported in Ref. [93]. Another effect of
the pseudomagnetic field is a splitting of the coherence peaks: In the absence of the pseudomagnetic field,
we expect a single coherence peak at |[E| = A,. Upon adding the pseudomagnetic field, it is split into four
coherence peaks at A + |h, (0 = /4)| and A — |h, (0 = 71/4)|, where 0 = 7/4 is the angle of maximum gap.
The splitting of the coherence peaks is different on the two Fermi surfaces, which is seen by the smaller splitting

of the coherence peaks in Fig. 4.11.

4.6.3 Induced magnetic order parameter

It was pointed out in Ref. [133] that the pseudomagnetic field is related to the manifestation of a subdominant
secondary magnetic order parameter, which is induced by the superconductivity. The subdominant order
parameter is related to the time-reversal odd bilinear that was introduced in (3.10). Evaluating the time-reversal
odd gap product for the (1,1, 0) state yields

4
AN - UpA*ATUS = 3 N(7], - 4]2) = 204, (4.18)
where we have defined 7, as the matrix part of the subdominant order parameter. The form of this order
parameter also describes the two-in-two-out order on the elementary tetrahedra of the pyrochlore lattice, which
is associated with a polarisation along the z-axis, where it leads to interesting spin-ice physics [143, 144]. Because

the subdominant magnetic order parameter arises from the time-reversal odd part of the superconducting
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order parameter and therefore exist jointly, they are referred to as intertwined orders [145, 146]. In a similar
spirit it was recently shown that the time-reversal odd part of the superconducting order parameter of the chiral
d-wave state on the honeycomb lattice gives rise to a loop current order [119].

In Fig. 4.12, we show the expectation value of 7, together with the superconducting gap as functions of
temperature. While both superconductivity and magnetism appear together below the critical temperature,
their onset is notably different: The gap magnitude scales with A, ~ |T — T,|'/ whereas the magnetic order
parameter scales with (7,) ~ |T — T.|. The linear temperature dependence underlines the subdominant nature
of the order parameter and its relation to the time-reversal odd gap product which suggest that it should go
as ~ |Aq|%

A finite expectation value of 7, generically gives rise to a finite pseudomagnetic field and therefore also
to a momentum-dependent spin polarisation. To understand the interplay between magnetism and supercon-
ductivity we include the subdominant magnetic order parameter m, in the Ginzburg-Landau expansion from
Appendix D, such that it couples to the superconductivity. Following [147], we redefine:

M, A
3= ( AT —ME)’ (4.19)

in Eq. (D.7), where M, = m,J,. The lowest-order term that involves a coupling between the superconducting

and magnetic order parameters occurs at third order and has the form

iF3mz(szA‘;,z -ALA), (4.20)

xz2yz

which clearly indicates that the TRSB superconducting state induces the magnetism.
Similar to Appendix D the third-order coefficient can be expanded in products of Green’s functions G, and
G, . We exclude the magnitude of the order parameters and denote the rest as F; such that

kT ) % Tr[(GZ)*] = Fym,|A,|%. (4.21)

k,w,

There are 12 terms generated but four of them have vanishing coefficients. It remain eight terms in two groups



of four,

8(e2 ., +€..) . . . . .
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All products of Green’s functions involve Green’s functions with different band index. This shows that the
coupling to the magnetic order parameter requires interband pairing. The combination of Green’s functions
appearing in the first line couples the interband component of the magnetic order parameter to one interband
and one intraband component of the superconducting pairing potential. On the other hand, the combination
of Green’s functions in the second line couples the intraband component of the magnetic order parameter to
two interband components of the superconducting order. The latter terms correspond to the coupling of the
magnetic order parameter with the pseudomagnetic field in the low-energy effective model.
In the spherical limit, the coefficients do not depend on the radial component of the momentum whereas
the Green’s functions do not depend on the angular component. Therefore the evaluation of the coefficients
and the Green’s functions can be separated. Writing the coefficients in terms of spherical coordinates yields

8(e? . +e€r.,) 8(e? ., +€r..)
k,xz_} . k,yz = . k,xz 2k,yz . . -6 sin2 (29), (4.23)
x| €kazrr? T €ixryr T €y + €z €y
8(€£,3zz,r2 + Gi’xz,yz + GJ%,XJ,) 8(613,322,,2 + Gi)xzfyz + 6]%))0,)
— = 3 3 3 >— =5+ 3cos(49). (4.24)
x| €karr? T €ixry2 T €y + €z €y
The angular integrals are easily evaluated
2m b4 647
J d¢>J d6 [65in(20)] sin6 = 2, (4.25)
0 0 5
2m b4 ) 96T
dg | do[5+3cos(40)]sin6 = e (4.26)
0 0

Now it comes to integrating the energy and frequency dependence of each term. Before we evaluate the
integration we simplify the terms in each group, because we will see that there are only even terms in w,, which

allows us to treat w,, as positive, making the Matsubara sum a lot easier (it also gives an additional factor of 2).

. . . - - 2(e_ +¢€,)
-GGG, -GGG, +G.G,G,+G.GG, = 2 (4.27)
N o o * (w? +e2)(w? +€2)

A similar transformation is available for the second term, although it is not so simple
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For the first group we find the extremely simple result
X roo
2 Z J. de, (first group) = 0. (4.29)
—0 J-00

kg T, B Im[uﬂ”(% * %)]’ (4.30)

2 Z J de, (second group) = —
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where /" (z) is the Polygamma function of #-th order. As noted earlier, the second group corresponds to the
coupling of the magnetic order parameter with the pseudomagnetic field, so it is not surprising that this gives a
non-vanishing contribution. Putting everything together we find

5 1 ifu
heots 2 a4 )
} O kg, GulBol"FIm|y 2 " 2mkgT,
N, 48
~ D028 g AR (4.31)
U 5

where the last approximation is valid when the band splitting Sy is much larger than kzT..

Here we have assumed that the density of states is constant at the Fermi surface. However, F; scales like
Ny/u = N, the derivative of the density of states at the Fermi surface. Therefore we should include particle-
hole asymmetric terms of the normal-state density of states into the calculation. To this end we expand the
density of states NV (€y) = NVy[1 + €/(2p)] and consider the same frequency integrals as before, but with this
additional energy dependence included. For the second group of terms it becomes a lot more difficult because
the Matsubara sum doesn’t converge anymore. Therefore we have to introduce a cutoft frequency A of the

attractive pairing interaction
1 A

00 A 2 kgt
z — z or in terms of n Z (4.32)
w,=0 w,=0 n=0
This gives us for the first group
A o e H » +In4
2 J dey =2 ( first group) = ——2" (4.33)
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where H,, is the analytic continuation of the n-th harmonic number. For the second group we find

A
0 1
2 ZO J_OO de, ;—; (second group) = ﬂ (2 Re [H 1, _ifu ] —2Re [HMD (4.34)
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Combining these results with the contribution of the term for constant density of states, we obtain
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where the second line is valid in the limit A, B > kT, and y is the Euler-Mascheroni constant.

To gain further insight, we note that the matrix part of the magnetic order parameter 7, is not diagonal in
the band basis, but contributes both interband and intraband components. Its intraband component couples
directly to the pseudomagnetic field generated by the interband pairing potential. This produces the cutoft-
independent contribution to F;. The interband components of the magnetic order parameter, on the other hand,
couple to both the intra- and interband pairing potentials which results in a cutoff-dependent contribution to
F;. The two contributions have opposite signs and the contribution from the interband component is likely
dominant when A > kgT,. This is surprising, since the intraband component of the pseudomagnetic field is
most obvious at the Fermi surface.



It is instructive to compare our results to the textbook case of the coupling between ferromagnetic and
superconducting order parameters in a single-band time-reversal symmetry-breaking superconductor [148].
Similar to our case it was found that the third-order coeflicient is proportional to /g, which implies that the
magnetisation in the superconducting state is on the order of A3 /u? and is, hence, expected to be weak. This has
been discussed previously in the context of time-reversal symmetry-breaking superconductors [149, 150]. In
the present case it can be understood in terms of the j = 1/2 and = —3/2 quasiparticles that do not participate
in the pairing, cf. (4.1). The spin of these unpaired quasiparticles then compensates the polarisation of the
Cooper pairs as is the case for a non-unitary spin-1/2 superconductor where only the up spin electrons are
paired and the unpaired down spin electrons compensate the polarisation [148]. The presence of a Bogoliubov
Fermi surface, therefore, does not imply a strong magnetisation of the superconductor. A weak magnetisation
will be screened out by Meissner currents at the surface of the superconductor, but we do not consider this

Meissner screening here.

4.7 Summary

In this chapter we have investigated the thermodynamic stability and some experimental signatures of a
pairing state with Bogoliubov Fermi surfaces in the paradigmatic Luttinger-Kohn model. While the topological
protection of the Bogoliubov Fermi surfaces guarantees their stability with respect to symmetry-preserving
perturbations, to exist at all they have to be thermodynamically more stable than a pairing state without them.
It is known that when the bands are four-fold degenerate, the ground state will preserve time-reversal symmetry
and therefore Bogoliubov Fermi surfaces cannot exist in this limit [137]. When the band splitting is very large
compared to the gap, on the other hand, the Bogoliubov Fermi surfaces are small as predicted by the low-energy
effective theory and are therefore hard to distinguish from point or line nodes. In this case it is argued that
a time-reversal symmetry-breaking state is always preferred because it reduces the nodal region [42]. From
this discussion we expect a time-reversal symmetry-breaking phase transition to occur as a function of band
splitting. In the context of the Luttinger-Kohn model, band splitting is controlled by spin-orbit coupling.

To this end, we study the evolution from a time-reversal-symmetric to a time-reversal symmetry-breaking
quintet state as a function of spin-orbit coupling and temperature using mean-field theory. Just below the
critical temperature the phase diagram is well-described by the phenomenological Ginzburg-Landau theory.
We find a rich phase diagram that confirms the predictions in the previous paragraph. For weak spin-orbit
coupling a time-reversal-symmetric pairing state is realised. Upon increasing the spin-orbit coupling strength,
the transition from the normal state into the superconducting state becomes first order. The existence of the
first-order phase transition can be understood in terms of the competition between intra- and interband pairing
and can be enhanced or completely suppressed by cubic anisotropy. Further increasing the spin-orbit coupling
recovers the second-order phase transition and finally a time-reversal symmetry-breaking pairing state is
stabilised at moderate values of spin-orbit coupling. At low temperatures, the time-reversal symmetry-breaking
state displays reentrant behaviour as well as a first-order transition into the time-reversal-symmetric state.

The time-reversal symmetry-breaking state displays Bogoliubov Fermi surfaces and will therefore give rise
to a residual density of states around the Fermi energy which can be as large as 20 % of the normal state. The non-
unitary part of the gap product can be identified as a subdominant magnetic order parameter, whose expectation
value attains a non-zero value with the onset of the time-reversal symmetry-breaking superconducting state.
The resulting magnetisation is small even if the Bogoliubov Fermi surfaces are sizeable and the residual density

of states is large.



In conclusion, we have found that Bogoliubov Fermi surfaces can be thermodynamically stable even if the
residual density of states is large. This result is encouraging for experimental searches for Bogoliubov Fermi
surfaces. Since the size of the Bogoliubov Fermi surfaces depends on the ratio of the interband pairing potential
to the band splitting, materials where this ratio is as large as possible are the best candidates. Heavy-fermion
superconductors are therefore a promising platform and it is intriguing that a large residual density of states

has been observed in URu,Si, [141].



Chapter 5

Even-parity chiral superconductivity in Strontium
Ruthenate

The material presented in this chapter has been published previously in

[234] H. G. Suh, H. Menke, P. M. R. Brydon, C. Timm, A. Ramires, and D. E. Agterberg, “Stabilizing even-

parity chiral superconductivity in Sr,RuO,”, Phys. Rev. Research 2, 032023 (2020).

Since the discovery of high-temperature superconductivity in the cuprates [21], a lot of effort has been
made to understand the mechanism behind the unusually high critical temperature of these compounds. It has
been conjectured that a key ingredient is the quasi-two-dimensional structure of the intercalated copper oxide
planes in these layered perovskites [151]. To further corroborate this hypothesis it was natural to survey other
transition metal oxides that crystallize in a perovskite structure and study their superconductivity.

This search was largely unsuccessful but finally Maeno et al. [82] discovered superconductivity in strontium
ruthenate (Sr,RuO,) whose crystal structure is reminiscent of the one in La,_,Ba, CuO, as shown in Fig. 5.1.
However, the critical temperature of T, = 1.5K was much lower than anticipated from the cuprates. It is
believed that this is due to the fact that the ruthenium with a 4d* configuration has an even number of electrons,
whereas copper in the 3d° configuration has an odd number of electrons which allows for stronger spin
fluctuations which have been theorized to be important for a high T, [152]. Another important difference is
that in stoichiometric Sr,RuO, the superconductivity emerges from a metallic state, whereas the stoichiometric
cuprates are usually in a Mott insulating state and have to be hole-doped to attain a Fermi surface and exhibit
superconductivity [153, 154]. In addition it has been shown that the cuprates violate the Wiedemann-Franz law
in the normal state which indicates a breakdown of Fermi liquid theory [155, 156].

The normal state of Sr,RuQ, is a strongly two-dimensional Fermi liquid, in contrast to the cuprates where
superconductivity arises from a Mott insulating state. The two-dimensionality of the electronic structure of
Sr,RuQ, is manifest in an anisotropy between in-plane and out-of-plane resistivity. The out-of-plane component
is three orders of magnitude larger than in-plane [157]. De Haas-van Alphen measurements [158] and later angle-
resolved photo emission experiments [159-161] show the Fermi surface consists of three weakly corrugated

cylindrical sheets.

5.1 Basic properties of the superconducting state

The superconducting state shows the same strongly two-dimensional behaviour as the normal state. This can
be seen from the anisotropy in the upper critical field H_, which is maximal for the field aligned parallel to the
RuO plane and decreases rapidly as the axis of the field deviates from the plane [162].
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Sr,RuO, La, ,Ba,CuO,

La,Ba

Cu

B Figure 5.1. Crystal structure of Sr,RuO, in comparison with La, ,Ba,CuO,. The coordinate system in the lower left
corner indicates the directions of the principal crystal axes. Figure by Aleksandra Krajewska.

Various experimental techniques provide substantial evidence for a nodal gap [163, 164], however, the
direction of these line nodes is disputed. Thermal conductivity measurements have reported vertical line
nodes [165], whereas field-angle-dependent specific heat capacity measurements indicate that the nodes are
horizontal [166, 167]. Controversial quasiparticle interference imaging measurements have suggested vertical
line nodes along the I'-M line [168].

As per Anderson’s theorem, s-wave superconductors are robust to scattering from non-magnetic impuri-
ties [169]. This implies that any deviation from this behaviour indicates an unconventional pairing state and it
has been found that the superconductivity in Sr,RuQ, is sensitive to both disorder and doping [170, 171].

Another probe for unconventional superconductivity are tunneling experiments. In point contact spec-
troscopy the change in current as a function of bias voltage is measured which corresponds to the density of

states. A zero-bias anomaly for tunneling into Sr,RuO, indicates an unconventional superconducting state [172].

5.1.1 Time-reversal symmetry-breaking

There is evidence of time-reversal symmetry-breaking in the superconducting phase from both muon-spin
relaxation [51] and the Polar Kerr effect [52]. The onset of time-reversal symmetry-breaking coincides with the
superconducting transition and is observed in ultra-clean samples. It is therefore believed that time-reversal
symmetry-breaking is intrinsic to the superconductivity rather than intrinsic to the material or accidental
through the inclusion of magnetic impurities.

Superconductors with broken time-reversal symmetry should generate a spontaneous supercurrent on



the surface or at embedded domain walls. However, scanning Hall bar and superconducting interference
device (SQUID) measurements have not been able to detect evidence for these spontaneous edge currents [173].
On the other hand, it has been pointed out that such spontaneous magnetic flux patterns are not a universal
feature [174]. This also falls in line with the a recent report of the absence of edge currents in URu,Si, which is

widely believed to be a time-reversal symmetry-breaking chiral d-wave superconductor [175].

5.1.2 Two-component order parameter

The order parameter of the superconductivity has two components, i.e. is described by a two-fold degenerate
representation of the point group. The presence of a multicomponent order parameter is further supported
by tunneling experiments. For instance the behaviour of the temperature dependence of the critical current
through Pb/Ru/Sr,RuO, junctions shows a topological phase frustration leading to an anomalous suppression
of the critical current [176-178]. A similar experiment using Nb/Ru/Sr,RuQ, junctions showed that below
T, the current-voltage curves becomes noisy and asymmetric due to the motion of chiral domain walls in
Sr,RuO, [179-181]. These signatures can only exist if the order parameter has multiple components.

However, none of the above experiments are truly symmetry-sensitive, i.e. they cannot distinguish the
pairing state between the different irreducible representations of the point group. This restriction can be
alleviated by probing thermodynamic quantities which are manifestly ground-state properties and are therefore
guaranteed to represent the true symmetry of the order parameter. One such example of a symmetry-sensitive
thermodynamic quantity is the strain tensor. It can be accesses directly by applying strain to the sample [182-185]
or indirectly by deducing the elastic moduli from ultrasound attenuation [186-188].

Following [42], the coupling of the order parameter to the strain tensor to first order in strain and second

order in the order parameter can be written as

Frrain(1,€) = = Y. COV(y, ms m)e(y, m), (5.1)

ym

where we have stuck to the notation of [42] where y runs over all irreducible representations and m enumerates
the basis functions, # is the order parameter, V(y,m;#) is a bilinear of 7 with the symmetry of the basis
function (y,m), and e(y, m) is a combination of elements of the strain tensor with symmetry (y,m). The
coupling constants C(y) are material-dependent real coefficients which are related to the elastic tensor. Further
following [42] we can expand this for a two-component order parameter 1 = (1;,#,) in the Dy, point group,

which corresponds to the E_/,, representation

glu

Fstrain = (C(Alg’ l)e(Alg’ 1) + C(Alg’z)e(Alg’z))(|771|2 + |1’]2|2)
+ C(Blg)e(Blg)(|’71|2 ~ ) + C(Bzg)e(Bzg)(Wf’h +mnz). (5.2)

The A, representations of strain correspond to a uniform change in the crystal volume and a deformation in
z-direction, respectively, whereas the B, ; and B, representations correspond to an anisotropic deformation,
cf. Fig. 5.2 for illustrations. Moreover, it shows that an anisotropic deformation couples to a two-component
order parameter which is key to identifying the gap symmetry in Sr,RuO,.

Stress and strain are related to one another by the elastic tensor of the material. By construction both stress
and strain only have six independent components each and therefore the elastic tensor C is a 6 x 6 matrix. The

elastic energy can then be determined by Hooke’s law

1
Fjastic = EGT :Cre (5.3)
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Single component v/ v

Two component v/ v v v

M Figure 5.2. Deformations of the tetragonal unit cell of the Sr,RuO, crystal in terms of irreducible representations. Solid
lines and dots show the change in crystal structure upon deformation by applied strain. The original crystal structure is
shown using dashed lines and faded dots for reference. Red dots denote Ru, blue dots O, and green dots Sr atoms. The
second deformation in the second A, , channel is shown as a side-view, the other channels are shown from a top view. There
are two more moduli allowed by symmetry, namely C,; which couples the two A, strains and C,, which couples to the E;
strains. However, these do not couple to the superconducting order parameter in linear order and are thus omitted from
this table.

Not all components of the elastic tensor C are non-zero. Assuming Hookean linear isotropic elasticity all
components relating to axial or shear strains immediately have to vanish. Because in the tetragonal system the
x and y directions are equivalent the elastic response in these directions has to be the same. This leaves only

six elements
1
Fupc = E(C(Alg, De(A;5,1)2 + C(A, 5 2)e(Ay ,2)> +2C(A, . 3)e(A, 5, 1)e(A 4, 2)

+ C(Byg)e(By,)? + C(E)e(E,, 1) + €(E,, 27) + C(Byy)e(By,) ), (5.4)

where we identified in terms of irreducible representations €(A 5, 1) = €, +€,,, €(A14,2) = €, €(Byy) = €4 —
€,y> €(Byg) = 26, and e(E,) = {2¢,,, 2¢, ..} and with coefficients C(A, 4, 1) = (Cy; + C13)/2, C(Ay,2) = Cy3,
C(Ayy,3) = Cy3, C(Byy) = (Cyy — Cy13)/2, C(E,) = 4Cyy, and C(B,,) = 4Ce.

Due to the coupling of the strain to the superconducting order parameter (5.2), the second derivative of
the strain free energy will show a jump at T,. The shear moduli related to a two component order parameter
are the ones that couple to €(B, ;) and €(B,,). Hence a jump in the shear moduli (C;; - C;)/20or Cgg at T, isa
clear indication of a two-component order parameter. This whole discussion is again summarized in Fig. 5.2. A
discontinuity in the shear elastic modulus Cgg at the critical temperature was recently detected using resonant
ultrasound spectroscopy [188], which implies that the superconducting order parameter of Sr,RuO, has two
components.

Another effect of the shear strains is that they break the tetragonal symmetry of the crystal. If the two-
component order parameter is formed from components belonging to the same irrep, then it is expected that the
superconducting phase transition is split, because the degeneracy of the components that is protected by crystal
symmetry may now be lifted. For a two-component order parameter in a single irrep one would anticipated
from (5.2) that the superconducting transition splits in a linear cusp as a function of strain. Instead a quadratic

profile as a function of strain with no obvious splitting of the transition was observed [183, 184]. The absence



of a splitting of the transition suggests the components of the order parameter come from different irreps.
However, this is also problematic because such a degeneracy of states would require fine-tuning to produce a
single superconducting phase transition in the unstrained system, whereas a two-dimensional irrep naturally
has this property.

A splitting under strain also implies that if the order parameter of the ground state breaks time-reversal sym-
metry, the time-reversal symmetry-breaking phase transition will not appear together with superconductivity at

the critical temperature but below. This effect was observed in a recent muon-spin relaxation experiment [185].

5.1.3 An electronic analogue of *He-B?

The evidence for a two-component order parameter that breaks time-reversal symmetry in combination with
evidence for strong correlations and the strongly two-dimensional electronic structure [51, 52, 82, 185] made
it plausible to assume odd-parity spin-triplet pairing. In Section 2.2.2 we have discussed the possible pairing
states for a single-band superconductor on the square lattice. The same classification was applied to Sr,RuO,
by assuming that there is only a single dominant band for superconductivity. One of the possible odd-parity
pairing states is the chiral p-wave state

dy = (k, +ik,)Z. (5:5)

This is the same pairing state as it is realized in the B phase of superfluid *He. The analogy is plausible because
the electronic structure exhibits a lot of similarities. The normal state of both Sr,RuO, and *He are Fermi
liquids with similar enhancement factors of the specific heat and the spin susceptibility. Furthermore the ratio
of the critical temperature to the Fermi temperature T, /T, is of the same order of magnitude [83].

Odd-parity superconductors are very rare in nature, so it was exciting to see a proposal of odd-parity
superconductivity in a very accessible solid state platform. High-quality single crystals of Sr,RuQ, are relatively
easy to make and while experiments still require a dilution fridge, the critical temperature of 1.5 K is still several
orders of magnitudes higher than for *He which has its critical temperature between 1 mK to 3 mK depending
on pressure [148, 152].

Only a few materials have been identified as possible spin-triplet superconductors. Many of them are
of the class of the Uranium-based heavy-fermion superconductors, such as UBe,; [19], UPt; [20, 189, 190],
UGe, [191], or very recently UTe, [192-194]. In all of these materials superconductivity arises close to or
within a ferromagnetic phase and therefore strong magnetic fluctuations are thought to be key to the pairing
mechanism. However, the radioactivity of Uranium makes these materials hard to deal with. Another candidate
for spin-triplet superconductivity is Copper-intercalated Bismuth Selenide (Cu, Bi,Se;) [38, 195], which has
a very peculiar structure in that it is globally centrosymmetric but locally non-centrosymmetric. However,
the superconductivity in Cu, Bi,Se; might not be chiral but nematic, i.e. it breaks the three-fold rotational
symmetry of the crystal but time-reversal symmetry is intact [63].

Another important aspect of the chiral p-wave state is its non-trivial topology. This topic is much more
recent and was therefore not considered in the original proposal by Rice and Sigrist [83], but has certainly
added to the interest in the material. It was shown that that Majorana bound states are pinned in the vortices
of a chiral p-wave superconductor. These vortices can carry magnetic flux and are not necessarily pinned in
location [196]. This is particularly exciting for type II superconductors like Sr,RuQO,, which enters the Abrikosov
vortex lattice phase in the presence of a magnetic field. In theory, by moving these Majorana vortex cores and
interchanging them to exploit their non-Abelian braiding statistics could be used to implement a topological

quantum computer [197, 198].



5.1.4 Parity of the order parameter

The result by Yosida [199] describes the response of a spin-singlet superconductor to an applied magnetic field
and is discussed in detail in Appendix E. In this case the spin susceptibility and therefore the Knight shift of
the nuclear magnetic resonance (NMR) decreases exponentially below T,. This result is modified if pairing
of opposite spins is allowed, i.e. spin-triplet pairing. Triplet pairs are characterized by their d vector and its
orientation is key to identifying the NMR response. It was shown by Rice and Sigrist [83] that fora p, +ip,
pairing state with the d vector along the z-direction, the spin susceptibility does not decay if the field is applied
in the plane

Xs(D) _ ( Aq

£o- Y<kBT> H| z, (5.6)

XM _ H.z (5.7)
Xo

The projection of this state with d || Z on the quantization axis is zero, i.e. the spin of the Cooper pair lies in the
plane perpendicular to the d-vector [148]. If the applied magnetic field is perpendicular to the d-vector, the
Cooper pairs can orient their spin along the field direction and hence the susceptibility does not change below
T.. If on the other hand the field is applied perpendicular to the plane, i.e. parallel to the d-vector, the Cooper
pairs cannot reorient, resulting in a reduction of the spin susceptibility.

Hence the chiral p-wave pairing is unaffected by the Fermi surface polarisation due to an external field in the
ab-plane and therefore a temperature-independent spin susceptibility throughout the whole superconducting
regime is only consistent with spin triplet pairing [152].

In an experiment the magnetic response of a superconductor is usually completely shadowed by the Meissner
effect, because an applied field is expelled from the bulk. Trying to work around this using small grain sized
powder bears different problems related to surface effects. However, Sr,RuQ, is a type-II superconductor,
which allows magnetic flux to penetrate for fields above the lower critical field. In the Abrikosov vortex lattice
phase, the Knight shift can exceed the Meissner shift and it is feasible to work with single crystal samples [152].

This experiment was performed for high-quality crystals of Sr,RuO, by Ishida et al. [200] for the field in
the ab-plane. The experiment observed no suppression of the Knight shift below T, and has been taken as a
strong evidence for the realisation of spin triplet pairing in Sr,RuO,. A similar experiment was performed a
little later by Dufty et al. [201] who used polarised neutron scattering to probe the susceptibility with the same
result.

This argument was never fully bullet-proof, because it would be expected that the Knight shift is suppressed
if the field is aligned along the c-axis, but instead no suppression was found for this configuration either [202].
To remedy this inconsistency it was proposed that the weak testing field might induce a phase transition into a
state with d || £. This is unlikely, however, because such a state would have nodes where the chiral p-wave state
does not and the energy barrier to introduce these nodes is larger than the field energy. Additionally, a state with
d || % is not allowed by tetragonal symmetry and would therefore require a second superconducting transition
below T, which has never been observed [203]. In principle this disqualifies these Knight shift measurements as
an argument for the pairing symmetry determination. Nevertheless, it seems that this has been largely ignored
by the community.

This paradigm of chiral p-wave pairing in Sr,RuO, as a solid-state analogue to *He has been recently
challenged when the NMR experiments were revisited in a new context. It was observed that organic super-

conductors with small gap sizes are very sensitive to heating effects due to NMR pulses. It so happens that the



NMR pulse introduces sufficient energy into the sample to raise the bulk temperature above T, such that for
the time of precession of the nuclear magnetic moments the sample is in a normal state instead of a supercon-
ducting state. Therefore the NMR signal will show a normal-state response and not decrease below T,. This
insight led Pustogow et al. [84] to revisit the NMR experiment on Sr,RuO, which also has a rather low critical
temperature of only T, = 1.5 K. It was observed that for the field in the ab-plane the Knight shift depends on
the pulse energy and for lower energies a suppression of the Knight shift is detected. This new result has been
confirmed by others [85] and had a huge impact on the community. It is now clear that the pairing in Sr,RuO,
is not compatible with chiral p-wave pairing.

In the light of these novel results the theoretical situation is again open and unclear. The conventional
theoretical methods, like pairing from spin fluctuations in the random phase approximation (RPA), tend to
predict triplet pairing which is not consistent with the new experiments [204-208]. The observed drop in the
Knight shift has led the community to seriously consider even-parity parity pairing states, after they had been
consistently dismissed for a long time [209-211].

This indicates the theoretical literature which has found p-wave pairing is obviously missing an important
ingredient. In the following we propose that purely local interactions can give rise to a pairing instability in
the E,; channel, but only once we consider a full three-dimensional model for the normal state. The resulting
pairing state is an s-wave orbital-antisymmetric spin-triplet pairing state, which appears as a pseudospin-singlet
chiral d-wave state at the Fermi surface. This state can be stabilised over other irreps by the inclusion of
small symmetry-allowed momentum-dependent spin-orbit couplings which correspond to spin-dependent
hopping between layers. The smallness of these hopping integrals leaves the two-dimensional appearance of
the Fermi surface intact. The state that we propose is consistent with the evidence of a two-component order
parameter [186, 188] and time-reversal symmetry breaking [51, 52, 185]. As already pointed out, the stability
of our proposed state depends sensitively on the details of the normal-state band structure, which we now

consider in detail.

5.2 Band structure

The Fermi surface of Sr,RuQ, consists of three bands which are derived from the T, manifold of the 4d orbitals
of Ru. Taking z along the c-axis, the relevant orbitals are the xy, xz, and yz orbitals. The “two-dimensional”
majority x y-band disperses strongly in the ab plane, whereas the “one-dimensional” xz- and yz-bands only
disperse weakly along k, and k,,, respectively. Hybridization and spin-orbit coupling leads to the formation of
three non-intersecting cylindrical Fermi surface sheets, one hole-like and two electron-like [83, 160].
Spin-orbit coupling does not only lift the band-crossing degeneracies but also leads to a mixing of the orbital
character of the xy band with the {xz, yz} bands [212]. The expectation value (I - s) with I and s being the
orbital and spin angular momentum operators, is non-zero over large regions of the three sheets of the Fermi
surface, indicating strong momentum-dependent spin-orbital entanglement. This means that the eigenstates
cannot be factorized into independent spin and orbital parts and a classification of the Cooper pairs in terms of
pure spin singlets and triplets breaks down [160]. Therefore it can be assumed that the superconductivity is not

limited to a single band and interband effects must be taken into account as well.

5.2.1 Three orbital system in Dy,

Sr,RuQ, crystallizes in the tetragonal I4/mmm space group and therefore the crystal point group around the

Ru atoms is Dyy,. This is reminiscent of the configuration of the Cu atoms in the cuprates materials class which
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M Figure 5.3. The T, g manifold of the d orbitals. The first column shows the orbitals in their unmodified form, the other
columns after application of the transformation as annotated.

are know to be high-temperature superconductors. As can be seen from the sketch of the crystal structure of
Sr,RuQy in Fig. 5.1, the crystal structure is almost identical to the one of the cuprates.
As mentioned before the bands are derived from the T, manifold of the 4d electrons of Ru. Therefore the

basis set is given by three orbitals d,, d ., and d,.,, (we will assume this order throughout). The effect of the

yz
point group symmetry operations on the orbitals can be derived by considering the transformation properties

of the angular momentum, which is shown in Appendix B.1. Here we summarize the matrix form of these

operations
dy, > —d,, 0 1 0 dy, > -d, -1 0 0
Cy:| dyz—dy, |=(-1 0 0 [, op:| dy,—>-d, |=1 0 -1 0],
dy, — —d,, 0 0 -1 dy, > d,, 0 0 1
d,, —d, 1 0 0 d,, —-d, -1 0 0
Cix):| dy, > —d,, |=l0 -1 0 |, o, (x) d,—d, |=[ 0 1 0 |,
dyy — —dy, 0 0 -1 dyy — —dy, 0 0 -1
d,, —-d,, 0 -1 0 d, —d, 010
CGx=y) il dg—-d, |=| -1 0 0], o4x=y) dy,—d,, |=|1 0 0],
dyy —dy, 0 0 1 dyy —dy, 0 0 1

1 0 O
I:trivial= | 0 1 0
0 0 1

An illustration of these operations is shown in Fig. 5.3. The transformation properties of the spin have already

been listed Section 2.2.1.



The orbital degree of freedom will be encoded in 3 x 3 matrices. The Gell-Mann matrices form a basis of
SU(3) and are therefore a basis for all 3 x 3 matrices. Using the forms of the symmetry operations above, we
can determine the transformation properties of the Gell-Mann matrices. The numbering of the Gell-Mann

matrices is not unique and differs throughout the literature. Here we choose the following order

01 0 0 0 1 0 0 0 0 -i 0
M=l10 0], A=[0o0 0], As=[0 0 1), A= 0|,
0 0 0 1 0 0 01 0 0 0
(5.8)
0 0 —i 0 0 O 1 0 0 | 0 O
As=lo o0 o, =0 0 =i ], A,=[0 -1 0, Ag=— 1 0
: . V3
i 0 0 0 i O 0O 0 O 0 0 -2
These matrices are Hermitian and trace-orthonormal, i.e.
Additionally we define A, to be proportional to the unit matrix but with the correct normalisation
1 0 0
2
Ao = \/; 01 0]. (5.10)
0 0 1

We proceed to examine the transformation properties of the Gell-Mann matrices under the operations of

the point group that we have derived before. We list the character of the matrices under these transformations

in the following table
G G G o 0 g
Ao +1 +1 +1 +1 +1 +1
M -1 -1 +1 +1 -1 +1
A 0 0 -1 0 0
A 0 o -1 0 0 (5.11)
A, +1 -1 -1 4+ -1 -1
As 0 0 0o -1 0 0
Ae 0 0 0 -1
A, -1 +1 -1 +1 +1 -1
Ag +1 +1 +1 +1 +1 +1
Comparing this to the character table of the D,j, in Tab. A.1 yields the following classification
AosAg € Ay, Ay € By, Ay A3 €Eg Ay € Ay, AsAg € By A7 € By, (5.12)

For the Pauli matrices of the spin part the classification is already listed in (2.31).

The normal-state of Sr,RuO, shows no signs of time-reversal symmetry breaking and the crystal is cen-
trosymmetric. Therefore the Hamiltonian may only contain matrices that are even under time-reversal and
inversion. The time-reversal operator is defined as T' = io, K where K is the antiunitary complex conjugation
operator and Uy = io, is the unitary part. The following table lists the Kronecker products of Gell-Mann and



Pauli matrices that are even under time-reversal. The allowed terms are enclosed in brackets

Uf(A,0,)"Ur = £,0, (5.13)

Oy 0 03 O3

Ao [+17 -1 -1 -1
A l+1 -1 -1 a1
Ay [+1] -1 -1 1

Ay -1 [+1 +1  +1 (514)

Now we can go ahead and classify the operators according to their point group symmetry using the product

table for Dy, in Tab. A.3. Again, terms allowed by time-reversal symmetry are enclosed in brackets

(o} 0, 0, 03
A | By, E, E, By,
Ay | Eg | Ago®[AyleB @B, A e[Ay,leB, 0B, E,
Ay LE; 1 A e[AyyleB,eB,, A e[Ay]leB, 0B, E, (5.15)
A, A, E E A '
g g g 1g
As Eg Algea[Azg]eaBlgeaBzg Algea[Azg]eBBlgeaBzg Eg
As Eg Alg@[Azg]eaBlg@Bzg Alg@[Azg]@Blg@Bzg Eg
A, [Blg] E, E, By,
Ay LAy, E, E, Ay,

There are four operators which have the label A,; ®[A,;]®B,,® B, , i.e. the direct product will be a direct sum
involving terms in each of these irreducible representations. That means we have to combine the individual

products such that each of these representations is exhausted. We find

As01 = Ag0, € By, (5.16)
As0y + Ag0; € Ay, (5.17)
As0y = Mgy € Ay, (5.18)
As0y + A0, € By,. (5.19)

We can now summarize the results of this classification in the following table which lists all the allowed terms

together with their character under the point group transformations, their irreducible representation and what



polynomial they transform like

(a,b) Cy Cy(x) Cyx=y) o0, 0,(x) o4(x=y) irrep transforms

(0,0) +1 +1 +1 +1 +1 +1 Ay 1

(4,3) +1 +1 +1 +1  +1 +1 Ay 1

(8,0) +1 +1 +1 +1 +1 +1 Alg 1
(5,2) —(6,1) +1 +1 +1 +1  +1 +1 Ay 1
(5,1)+(6,2)  +1 -1 -1 +1 -1 -1 Ay xy(x* - y?)

(7,0) -1 +1 -1 +1 41 -1 By, x?—y?
(5,2 +(6,1) -1 +1 -1 +1 41 -1 By, x*-y?

(5.20)

(1,0) -1 -1 +1 +1 -1 +1 By, xy
(5,1)-(6,2) -1 -1 +1 +1 -1 +1 By, xy

(2,0) +(3,00 -1 -(3,00 -1 +1 +(3,00 E, xz

(3,0) ~(2,0)  +1 -2,00 -1 -1 +2,0)  E, yz

4,1) +(4,2) -1 —(4,2) -1 +1 +(4,2) E, xz

(4,2) —(4,1) +1 -(4,1) -1 -1 +(4,1) Eg yz

(5,3) +(6, 3) +1 +(6,3) -1 -1 —(6,3) Eg yz

(6,3) —(5,3) -1 +(5,3) -1 +1 —(5,3) Eg -Xz

This is in agreement with [213].

5.2.2 Microscopic model for the normal-state Hamiltonian

To construct the most general three-dimensional tight-binding Hamiltonian we include the T,, manifold of
theRud,,, d,,, and d,, orbitals (we will assume this order throughout). Writing the Hamiltonian in terms
of Nambu spinors Wi = (cg,15 k21> Ck1,1> ko1, 1> Ck,3,1> Ck,3,, ) Where we enumerate the orbitals with 1 = d,,,
2=d,,and3 =d,,
Hy =) OLH(k)®y (5.21)

k

with the BdG-Hamiltonian Hy(k). The BAG-Hamiltonian can be decomposed in terms of Gell-Mann and Pauli
matrices as

Hy(k) = ) hap(k)A, ® 03, (5.22)
a,b

Previously we have worked out which terms are allowed for a and b to satisfy time-reversal and inversion
symmetry. The allowed combinations are listed in (5.20). The corresponding functional forms of the coefficients
hyy, are listed in Tab. 5.1. The on-site spin-orbit coupling in the A, representation is an atomic effect, whereas
the momentum-dependent spin-orbit coupling is an effect of the crystal system.

The parameter for the on-site atomic spin-orbit coupling may have different values for the spin in the plane
(17,) and the spin out of plane (#,). The intra-orbital hoppings &, ,, ;3 (k) have been truncated after next-next-
nearest neighbours in plane and next-nearest neighbours out of plane. The inter-orbtial hopping between d,,

and d,, is parameterised by A(k) and is kept up to next-nearest neighbours in plane and nearest neighbour



(a,b) Irrep Type Explicit form of h,;, (k)

(0,0) A, intra-orb. hopping \%6 [€11(K) + &5, (k) + &55(K)]
(8,0) A, intra-orb. hopping 2+5 [€11(K) + &5, (k) — 2855 (k)]
(4,3) Ay atomic SOC -1,
(5,2) —(6,1) Ay atomic-SOC N,
(5,1) + (6,2) Az k-SOC neglected
(7,0) B,, intra-orb. hopping 3 (k) - &, (k)]
(52)+(6,1) By, k-SOC 21395 (cos k,.a — cos k,a)
(1,0) By, inter-orb. hopping Ak)
(51)-(6,2) By, k-SOC 413905 sink.a sin k,a
{(3,0),(2,0)} E, inter-orb. hopping 8tz13 sin(k,c/2){cos(k,a/2) sin(kya/Z), sin(k,a/2) cos(kya/Z)}
{(4,2), (4, 1)} E, k-SOC 8159 sin(k,c/2){cos(k,a/2) sin(kya/Z), sin(k,a/2) cos(kya/Z)}
{(5,3),(6,3)} E, k-SOC 8t§?zc sin(k,c/2){cos(k,a/2) sin(kya/Z), —sin(k,a/2) cos(kya/Z)}

M Table 5.1. List of all symmetry-allowed coefficients h,, (k) in the normal-state Hamiltonian H (k) in (5.22) according to
(5.20). For every matrix, denoted by the indices (a, b) the corresponding basis function 4, (k) must belong the the same
irrep of D,;,. The table also lists the physical process associated with each term. For the two-dimensional irreps, the first
term always transforms as yz, the second one as xz. In our calculationsa = ¢ = 1.

out of plane. The inter-orbital hopping between d,,/d,, and d,., emerges from the two-dimensional E irrep.
Truncating this at a reasonable distance only leaves us with an out-of-plane nearest neighbour hopping. This
truncation is also the reason why the term with A, is neglected, since it only appears at next-next-next-nearest
neighbour hopping.

In the table Tab. 5.1, we have omitted the functional form of &, ,, ;3 (k) and A(k), because they are too long.
These spin-independent components are consistent with models for the iron pnictides which also realize the

D,;, point group [108]. The omitted terms are given by

Emk) = Zt;}y cosk,a + 2t;}x coskya

+ 8t cos(k,a/2) cos(kya/2) cos(k,c/2)

11
Exxyy

+ 4t,1(,1(y,xyy cos 2k, acoskya + 4t,16§,y’xxy
+ 2t (cosk,c — 1) — y, (5.23)
&55(k) = 2t (cosk,a + cos ky,a)

+ 83 cos(k,a/2) cos(kya/2) cos(k,c/2)

11

+ 4ty coskacosk,a+2 Jyx

cos 2k,a + 2t cos 2k,a

cos 2k acosk.a

+ 413 coskacoskya + 2t75 (cos 2k a + cos 2k ,a)

+ 4t,3<iy(cos 2k.acoskya + cos 2k a cos k.a)

+2t3(cosk,c— 1) — py, (5.24)
AMk) = 4t} sin(k,a/2) sin(kya/Z) cos(k,c/2)

-4t} sink,asink a

- 4t,1(iy(sin 2k,.asin kya + sin 2kya sink,.a). (5.25)

At this point it is worth noting that Tab. 5.1 contains terms which are in accordance with existing literature [214-



216], but others that have so far not been considered. These additional terms are all associated with some kind
of momentum-dependent spin-orbit coupling. We included them at the lowest order at which they appear with
the exception of the A, term, which we neglect because the lowest order at which it appears is g-wave, which
corresponds to a next-next-next-nearest neighbour hopping, which is assumed to be vanishingly small. This
concludes the construction of the normal-state Hamiltonian and we now have a model with 26 free tight-binding

parameters.

5.2.3 Determining the tight-binding parameters

Now it is time to give meaningful values to the 26 parameters. To make our model reproduce a faithful
description of the Fermi surface of Sr,RuO,, we turn to a previous density functional theory (DFT) study
by Veenstra et al. [160]. In this work the band structure of Sr,RuO, was obtained using ab initio DFT calculations.
Then, the DFT band structure was fitted with a d-p model including all five d orbitals of the Ru atom, and
the three p orbitals of the four inequivalent O atoms, giving 17 orbitals in total. Even though, in principle we
already have a tight-binding description using this model, it is not efficient to describe superconductivity due
to the large number of bands, most of which are far away from the Fermi surface. It is also not possible to
extract just the bands at the Fermi surface by projection because in this model the hopping between Ru atoms
is via the O atoms. Therefore we choose a different approach, where we take the tight-binding model derived
from DFT by Veenstra et al. [160] (which we henceforth refer to as the “DFT model”) and fit our microscopic
three-orbital model that we derived in the previous section to it using the 26 free parameters.

We are going to focus on the electronic states near the Fermi surface, because there will be deviations away
from the Fermi surface due to strong admixture with the oxygen orbitals, especially along the I'-Z line. This is
not an issue because for superconductivity these areas of the band structure do not play a role since they are
far away from the Fermi surface. The first and foremost priority of the fit is therefore to faithfully reproduce
the Fermi surface. In the DFT model that Fermi surface has some admixture of the oxygen p orbital, but for
simplicity we assume that the Fermi surface is dominated entirely by the T,, manifold of the Ru d orbitals.

To this end we extract the Fermi momenta kj of the DFT model as reference points. Then we evaluate
our Hamiltonian (which we henceforth refer to as the “fit”) at these momenta and extract several quantities
that we want to have reproduced, which are the d,, orbital content, the spin-orbital entanglement, and the
in-plane Fermi velocity. These are easily accessible from both the DFT model and our fit. The free parameters
are then varied according to a least-squares-like algorithm BOBYQA [217] to optimize the deviation of all of
these quantities simultaneously between the fit and the DFT model to a minimum. For this process we define

the following measure, where we denote quantities of the DFT model with tilde and quantities of the fit without

S= Y [(€"p)) + (d, ) - i (ke)) + (Bloclie) - ploctke))” + (0] (ke) — v (Rke))' ], (5.26)
n=.p,y, kg

where the sum runs over the Fermi momenta kg of the DFT model on the three sheets of the Fermi surface
which are enumerated by n = a, 3, y. Here we have denoted the energy eigenvalues by €” (k), the d,,, orbital
content by di, (k), the spin-orbital entanglement by pgyc(k), and the in-plane Fermi velocity by oj (k). The
d,,-orbital content is determined by the corresponding components of the eigenvectors of the tight-binding
Hamiltonian (5.22) which we denote by V

n oy Lognt nl nl nl
dy, (k) = E(Ide,T(k)I2 + IVH,M,l(k)I2 + IVd”,T(k)I2 + Idey,l(k)lz). (5.27)
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M Figure 5.4. The blue lines are the bands crossing the Fermi surface, extracted the ab-initio DFT calculations in [160]. The
red lines correspond to the model fitted to the DFT bandstructure. Note the the very nice agreement between our fit and
the LDA band structure at low energies, in particular the in-plane velocity.

The spin-orbital entanglement is determined from the expectation value of the atomic spin-orbit coupling
Hamiltonian Hggc = A50, —Ago; —A403 and represents the expectation value (I-s). A non-zero value indicates

that the wavefunction cannot be factorized into independent spin and orbital angular momentum parts [160].

We compute this by
1 1/3
Plock) = 1+ | 5 Re(VIT (R HsocV™ () + VT () Hsoc V™ ()] (5.28)
For the in-plane Fermi velocity we use a simple two-point central finite differences stencil where ¢, , are small
nk—-g)— e"(k—-¢,)—€"(k+¢e,))?
vﬁ’(k) _ e (k—¢,)—¢ ( y) ( y)| (5.29)
2e, 2e,

In Fig. 5.4 we show the band structure of the DFT model and our fit along a high-symmetry line in the
k, = 0 plane. In Fig. 5.5 we show the Fermi surface in the ab plane at k, = 0 and the value of the observables
as a function of the polar angle for both the DFT model and our fit. The agreement of the position, orbital
content, and spin polarisation is excellent and more or less indistinguishable from the DFT model. There is
a slight deviation in the in-plane Fermi velocity which is likely due to discretisation errors from the simple
two-point central finite differences stencil.

However, the good agreement in plane is not sufficient for a faithful reproduction of the Fermi surface. It
has been established by various experiments that the Fermi surface of Sr,RuQ, is cylindrical with only very
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tll = -362.4 t)! = -134 £33 =-262.4 tyy = —44.01

tll = -1021 tyy= 5727ty = —43.73 33 = 3423

ty,= 1625 tiyy, = —13.93 thy= —7.52 tixy=  8.069
tzy= 394 n= 5739 = 4385 py = 218.6

ti = -00228 = 181 tl2 = 19.95 ti = 8304

tll= 2522 2= 3159 9= 1247 £9°= -3576
590 = 1008 95 = 03779

M Table 5.2. Values of the fit parameters of the Hamiltonian (5.22) for a “best” fit where all contributions to the measure were
taken into account with equal weight. All values are in meV.

slight corrugation along the k, [158, 159, 161]. This is correctly captured by the DFT model and our fit also
nicely agrees with this result. Note that although there is only a slight corrugation in the Fermi surface, there
is a much stronger corrugation in the orbital/spin-orbit content. We again show the Fermi surface and the
observables in Fig. 5.6, however this time all quantities are plotted as a function k, and the Fermi surface is
show along the I'-M line.

Finally we summarize the results in Fig. 5.7 where we plot the full 3D Fermi surface, color coded with the
orbital content and the spin polarisation. Visually there is very little difference between the DFT bandstructure

and our fit. The fit parameters that were determined by BOBYQA are summarised in Tab. 5.2.

5.3 Atomic interactions

The pairing mechanism in unconventional superconductors is always a matter of dispute. Instead of trying to
treat the pairing interaction from first principles or a perturbative approach, we here choose a phenomenological
theory with a clear scope. Assume that the electron-electron interaction is described by a function V(x — x')
and the electron wavefunctions are described by localized Wannier functions w,, ;(x) for an electron in orbital

y with spin o as position x. The Coulomb self-energy of the atomic orbitals is given by the overlap integral
U= J. Wy o (B)wy 1 (x)V (x - x’)w%g(x’)w%‘,, (" dPxd3x'. (5.30)

This is the dominant energy scale in any electronic system, because the overlap of electrons in the same orbital

is always the largest and therefore other effects are usually neglected. However, it has been realised by Kanamori

[218] that in d electron systems, orbital mixing plays a major role for the description of magnetism. This is

because due to the orbital mixing, electron wavefunctions are generally a linear combination of Bloch wave-
functions. It is therefore impossible to assign a unique orbital the electronic wavefunction. The corresponding

inter-orbital interaction can be divided into three distinct processes. In the case that the electrons remain in

their respective orbital after scattering we identify the interaction with an inter-orbital Coulomb repulsion

U = J Wy o (X)wyr 1 (x)V (x - x’)ww(x’)w J(xd3xd3x!. (5.31)

y'o

The process of exchanging the electrons between orbitals is referred to as Hund’s exchange interaction

J = J Wy, (Rws o () (x = x"wy (X w0 (x") dx d*x'. (5.32)



Finally, when electrons are exchanged between orbitals in pairs, we identify the Hund’s pair hopping term
J' = Jw;ﬂ(x)w;‘,a,(x)V(x - x’)wy,’g( )w 1o (&) dPxdx'! (5.33)

Since we restricted the set of d orbitals to the T,, manifold, the orbitals can be transformed into each other by
properly chosen canonical transformations, assuming the absence of crystal field splitting, which implies that
J=7".

Assuming that the interactions are strictly local V(x—x') = V&(x—x") we write the interaction Hamiltonian

in second quantization. The resulting form is often referred to as the Hubbard-Kanamori Hamiltonian [219,

220]

H

int =

J
v N, n + n; el e e e cf et e (5.34)
2 iyo'tiyo! iyo 1)/’0 2 zy(f iy'a! Liyo! Ciy! ot 2 iyobiya! Yiy'o' Ciy'o- 5-34
i,y,0#0’ i,0,0', i,o0', i,o#o’,
rEy' vy vy

The interaction Hamiltonian attains spherical symmetry if the interaction constants obey U’ = U — 2] [220].
Treating these interactions in full is beyond the scope of this work. Many theoretical treatments of Sr,RuO,
or the iron pnictides start from (5.34) and examine how they renormalize the spin- and charge-fluctuations,
which are then used to construct an effective pairing interaction. We will treat them on the mean-field level
instead. Therefore we will decouple the interaction in the Cooper channel. To this end the intra- and interorbital

Columb interactions can be rearranged in terms of Cooper operators

U T
Z MiyoNiyg! = E Z CiyaCiyo! Ciyo' Ciyo> (5.35)
i V oo’ i,p,0#0’
04
Z NiyoPiy'o! = 7 Z zyaczy’o’ctycr iyo (5.36)
io,0’ io0’
V¢V #]/

With that the interaction can be decomposed in terms of the Gell-Mann and Pauli matrices

U o -
Hiy = Ez Z [( “AoAo+ = A7A7+ As%) (%o 0 +05 ;)]Czlczzcmci,z;
i 1234
U’
+7 Z Z [E(AIAI +A2A2 +A3)\«3 +A4)\«4+A5)\«5 +A6)\,6> (0000 +0’10'ir+0’20'g+036;):|C21622Ci’3ci,4
i 1234
J ot ot -
EZ Z[ (A AL+ ApAy +A3A3 = AyAy = AsAs — A6A6> (%o Gy +0,01 +5,5, +05 ;)]52152251‘,#1‘,4
i 1234
]_ A — ,\_l)\,\ l(--T--T)TT‘.
Z oMo~ 57878 |5 0000 10303 ) [C;,1€i2€i3Ci4-
i 1234
(5.37)
where we use the abbreviation A /\vaﬂaﬂ = Ay 12A340,1 ;,34 with 6, = 0,Ur = 0,i0;. The numbers are

variables which enumerate the orbital and spin indices, 51m1lar to the notation found in [81].

Before can determine the energies of the Cooper we have to determine which ones are allowed by fermionic
antisymmetry. We have established in (2.61) that if the unitary part of the time-reversal operator is antisymmetric,
then time-reversal symmetry is equivalent to fermionic antisymmetry. This is also the case here, therefore the



allowed Cooper pairs are

Aﬁyz—u¢nﬂ (5.38)
Oy 07 0Oy O3
Ao [V ] X X X
AV x o x o x
AL V| x x  x
Ay Lvd x0 x x

N o x[v v v (539)
As x|V VOV
A x v vV
A (V] x x o x
Ag [ v ] X X X

The symmetry of these terms has already been tabulated for the normal state in (5.20). From this we can directly
read off the energies of the Cooper pairs

irrep spin structure energy gap structure
Ay Singlet U+2J' AyGy
u-J' g,
Triplet u' -7 A,05
A50; = A0y
Ay Triplet U'-J A5G, + AgO,
By, Singlet Uu-J' 1,6,
Triplet U'-7J A5Gy + Al (5.40)
By, Singlet U +] A6,
Trlplet U’ - ] A’SO_.'I - A66’2
E, Singlet U'+] A,6,
A30y
Triplet U'-7J A5Gy
A0
Trlplet U’ - ] )L461
A40;

We started from an overall repulsive electronic interaction, but we find channels where the interaction can in
principle become negative. These are the channels with interaction U — J' and U’ — J. The first case is extremely
unlikely because the intra-orbital Coulomb interaction is the dominant energy scale in any electronic problem
and will always outweigh the Hund’s rule interaction, even if the interaction constants are renormalized.

In contrast, the second case is much more likely and therefore we argue that the system will develop a
superconducting instability in the orbitally anisotropic pairing channels as soon as the renormalized Hund’s

rule interaction J exceed the inter-orbital Coulomb repulsion U’ [118, 221-225]. Vafek and Chubukov [118]



pointed out that this results in an effective dimensionless coupling constant for pairing in the s-wave channel of
No(J = U")(A/u)*, where Ny is the density of states at the Fermi level, y is the chemical potential, and A is the
magnitude of the atomic spin-orbit coupling. Such a renormalisation of J has been discussed in the literature in
the context of the “Hund’s metal” [220, 226-228]. Generally, in the limit of bare local interactions U’ > J, but
the ratio of J/U' depends on the overall energy scale and we assume that J/U' > 1 at low energies to facilitate
pairing [118, 220-224, 226, 227, 229].

Together with the requirement of spherical symmetry we find the condition

J

U -J<0 and U' =U-2] = 5> . (5.41)

1
3
This scenario has been studied previously by Vafek and Chubukov [118] in a two-orbital system in Dg,. In this
case the A, ; representation only contains two local Cooper pairs, one intra-orbital spin-singlet with interaction
U +J and another inter-orbital spin-triplet with interaction U’ — J. In the presence of spin-orbit coupling a finite
attractive interaction can gives rise to pairing in this channel. We refer to this state as the “Vafek-Chubukov
state”. A similar pairing scenario has been proposed for strontium titanate (SrTiO;)/lanthanum aluminate
(LaAlOs;) interfaces, where the low-energy states are described by the T, g manifold [230].

In the present case of three orbitals, the Vafek-Chubukov state would correspond to the two A, orbital-
antisymmetric spin-triplets with energy U’ — J. However, the Vafek-Chubukov channel is allowed to mix with
every other channel sharing the A, ; symmetry. The second singlet A, ; channel with energy U - ] might or
might not become attractive in the presence of renormalized interactions, but the tendency goes more towards
repulsive since U is by far the most dominant energy scale. The first singlet A, ; channel with energy U + 2]
on the other hand will always remain repulsive. Pairing due to local atomic interactions has been discussed
before by Puetter and Kee [221] in a purely two-dimensional model of Sr,RuO, where they find an A, state to
be stable.

The situation is similar for the B, ;, B, ;, and E irreps, where a possibly attractive channel is allowed to mix
with a possibly repulsive channel. The only irrep for which this is not the case is A, ;, however, as discussed
earlier the normal-state Hamiltonian does not contain any term with A, symmetry, because the lowest order
polynomial in this irrep is g-wave.

We propose that these local interactions give rise to a weak-coupling instability in the E; channel. We are
motivated by the fact that this pairing instability has been observed in dynamical mean-field theory studies,
which predict that it appears in the strong-coupling limit which corresponds to instabilities at unreasonably
high temperatures, i.e. in the case where the interactions are not renormalized [231], and also in the presence of

strong charge fluctuations [232].

5.4 Projected gap

Before turning to the relative stability of the individual gap functions in the presence of a phenomenological
attractive interaction, we can gain some intuition of which irreps might give rise to a stable gap by looking at
their projection onto the Fermi surface. This will give us an indication of how large the gap is at the Fermi
surface and since we are operating in the weak-coupling limit, a larger gap at the Fermi surface means that the
corresponding gap function is more favourable for superconductivity.

To this end we project the pairing into the band basis at every point in momentum space. Let V}, denote

the unitary matrix that diagonalises the normal-state Hamiltonian, i.e. the matrix whose columns are the



eigenvectors. The projected Hamiltonian then reads

a, - (Ho,k A ) _ (VkT HoxVe ViAW ) (5.42)
A A, VEAV,  -VIHE Vi

where we are interested in the upper right hand block

~ 1l/k,ociO'Z (Wk,ocﬁ - idk,otﬁ ’ O')i0'2 (V/k,txy - idk,ay : U)iaz
A= V’:AVk* = (Wk,aﬁ + idk,(xﬁ . O')iUz 1//k,‘3i02 (‘/’k,ﬁy - idk,ﬁy . O')iO'Z > (543)
(V/k,txy + idk,ocﬂ . G)iUZ (Wk,ﬁy + idk,lxy . U)iUZ Wk,yioz

with intraband pairing amplitudes v , in band a, as well as interband pairing amplitudes v, ,;, and interband

triplet pairing vectors dy ,;, between between bands a and b. Note, however that for this form we have assumed

that the eigenstates that make up Vj, transform like a pseudospin which is in general not the case when perform-
ing a numerical diagonalisation. Here we are only interested in the intraband pairing amplitudes at the Fermi

surface. Despite the fact that the eigenstates in V}, might not be a pseudospin, it is still possible to extract the

pairing amplitude by taking the Frobenius norm of the corresponding block of the matrix, e.g.

Wial = Wk aiollr = \/Tr[(wk,uiaz)T(llfk,aicrz)]- (5.44)

We show the gap magnitude at the Fermi surface for the A, irrep in Fig. 5.8, for A,, in Fig. 5.9, for By,
in Fig. 5.10, for B, in Fig. 5.11, and for E, in Figs. 5.12, 5.13, and 5.14. The color scale is the same for all these
figures and has been chosen to be normalized to the maximum gap of all projected gaps. Note that the gap in
the A, irrep does not open a gap at the Fermi surface. The gap functions that will give rise to a chiral d-wave
state are those in the E irrep, however, their projection is very small. We will have to tune the band parameters
to increase the projection of the attractive E; channels, such that the leading weak-coupling instability is in
this irrep.
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% (As07 + A¢03)io,. As mentioned earlier, because there is no term with A,; symmetry in the normal-state Hamiltonian,
the projection of this irrep onto the Fermi surface is vanishing. The color scale is shown in Fig. 5.8(e).
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M Figure 5.10. Projection of the gaps in the B, irrep onto the Fermi surface. (a) A = A,0,i0, (b) A = %(/\502 + Ag0,)i0,.
Note the vertical line nodes along k2 — kf, = 0. The attractive channel A;0, + 140, has a very small gap on one of the sheets.

The color scale is shown in Fig. 5.8(e).
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Note the vertical line node along k,k, = 0. The horizontal line nodes at around k,c¢ = 7 are accidental. The color scale is
shown in Fig. 5.8(e).
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M Figure 5.12. Projection of the repulsive gaps in the E, irrep onto the Fermi surface. () A = A;0,i0, (b) A = A,0i0,. The
gap in the upper row transforms like yz, the gap in the lower row like xz. Note the horizontal line nodes at k,¢/2m = -1,0, 1.
The color scale is shown in Fig. 5.8(e).
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5.5 Linearized gap equation

Superconductivity forms as a weak-coupling instability in the presence of an infinitesimal attractive interaction.
The low critical temperature of only T, = 1.5 K indicates that Sr,RuQ, is a weak-coupling superconductor. In
the present situation attractive and repulsive channels are allowed to mix. An order parameter develops in
each channel at T, including the repulsive channels which will cost free energy and will suppress the critical
temperature. To examine the relative stability of the irreducible representations we solve the linearized gap

equation, which can be derived from the second term of Ginzburg-Landau theory

Fy = ) Te[AVik Apr ] + kgT, Y Tr[Gk, i, ) Ap Gk, i, ) Al . (5.45)
k.k' kiiw,

All the irreducible representations in our classification have more than one element. Therefore we write the
matrix pairing potential as a linear combination of these. Since we only assume local pairings, the pairing
interaction V; ;. and therefore the pairing potentials are momentum independent. The pairing potential are

given by
A=AUp =Y AUp = Y Ay LU, (5.46)

i i

where i enumerates all elements of a single irreducible representation, Ay; is the amplitude, I; denotes the
appropriate matrices, and Uy is the unitary part of the time-reversal operator. For example in the A;; and E,,

irreps this would read

Ay, = Do Ti00 +BownTs T 2os0le0 T Auic-6101652-61) (5.47)
1

= A0,(0,0)%00 + Ao,(4,3)}t4(73 + A0,(8,0)/\800 + Ag,(5.2)+(6,1) %(Asaz + Ag01)s (5.48)

Ap, = 80,020,020 T T3,0) + Boan,an Ty + Tuz) +Bo6.63 L) ~ Les) (5.49)

1 1 1
= 00,2,0),(3,0) ﬁ()tszo +A300) + Do 41),42) ﬁ(hfﬁ +A403) + Ao (5.3)6.3) —2()L503 - 1¢03).  (5.50)

The normalisation factor of 1/+/2 ensures that the matrix parts preserve the trace orthonormality
Tr[[[T;] = 49, (5.51)

which is important to assess the relative stability of the irreps. We can simplify the gap equation by using the fact
that the hole-like and particle-like Green’s function are related to one another by G(k,iw,) = -G (~k, —iw,,).
Using the trace orthonormality we have

;
Z M +hgT. Y Y TrG(k,iw,)A;Up(-G" (=k, —iw, ) UF AT]. (5.52)

i i ij kijiw,

F, =

Using time-reversal symmetry we find that UT(—GT(—k, —iwn))UIt = G(k, —iw,) and therefore
Tr[A;Al s i
K=Y —[gf T Y Y THGK, iw,)A, Gk, -iw,)AT] (5.53)
i i ij kiw,

Now we evaluate the trace in the band basis with eigenstates |k, &) such that the Green’s functions are diagonal

and the frequency summation over this product of Green's functions can be evaluated easily. Decomposing A,



into amplitude A ; and matrix part I; and using the fact that the matrices I; are Hermitian and introducing a

Kronecker delta in the first term, we can write the result as

€ka €k,b
Te[LT) . fy tanh{ 524 ) + tanh( 55 .
F, :Z %M+ Z(k,a|r,.|k,b><k,a|rj |k, b) ( 5 ) ( B ) Do\, - (5.54)
i 9i kab 2(€xq * €xp)

We can write the term in brackets as a matrix and as for any linear system, non-trivial solutions are possible
if the determinant of that matrix vanishes. Therefore the solution of the linearized gap equation can also be

written as

Tt ) ) tanh( 522 ) + tanh( k2
.Tr[rlrl ] + Z (k,a|r1|k,b><k,a|r]*|k,b) (ZkBTc> (ZkBTc>

det| &;; ' 2 )
9i kab €ka T €kp

=0, (5.55)

In the first term of the determinant in (s.55) the trace Tr[l“il“iT ] always evaluates to 4 because we have chosen
these matrices to be trace orthonormal. In the second term of (5.55) there is a sum over band indices a and
b. This can be split into intraband contributions where a = b and interband contributions where a # b. So
it is possible to discard interband effects entirely, in particular because these don’t contribute to the extreme
weak-coupling limit where T, — 0.

From the previous discussion about the Hubbard-Kanamori interactions we know that by symmetry we
have the restrictions
J 1
= > -,
U 3
By that we fix the ratios U’ /U, and J/U and can then use U to determine the overall energy scale. We choose

U'=U-2] and (5.56)

2
J=2U. (5.57)

As mentioned earlier the statement that certain superconducting channels with interaction U’ — J will become
attractive was based on the assumption that the interaction constants are strongly renormalized. Therefore it is
probably the case that J is not much larger than U’ and the ratio /U is very close to 1/3. However, moving
this ratio very close to 1/3 leads to vert small attractive interactions, which causes numerical instabilities in
solving the linearized gap equation. The choice of J/U = 2/5 is a good trade-off between the assumed physical
reality and numerical stability.

In Fig. 5.15 we show the critical temperature as determined by (5.55). Itis clear that for weak coupling, the A, ;
irrep will always have a higher critical temperature than the B, ; irrep. This does not change in the presence of
interband pairing effects, although interband pairing enhances the critical temperature over all. This is seemingly
in contrast to the principle of superconducting fitness [113, 114], which states that interband pairing is expected
to suppress the critical temperature. However, this is not a contradiction because in the superconducting fitness
the comparison was drawn between a pairing state that has no interband contribution at all to one that has. For
a state with interband pairing, the interband pairing still makes a positive contribution to T, although by itself
it is insufficient to drive a weak-coupling instability. So the theorem of superconducting fitness is not violated.
Further we find that at weak coupling log f3. scales linearly and the interband contributions only introduces
a constant offset. Additionally, if J/U' > 1/3 only close to the Fermi energy, we may ignore the interband
contributions on the ground that away from the Fermi energy there will be no attractive pairing potential in
these channels. Therefore it is safe to neglect the interband contributions for our further investigations.

Pairing due to on-site Hund’s rule interactions in the presence of spin-orbit coupling in a model Hamiltonian

for the T, d-orbitals in a single-layer perovskite very similar to Sr,RuQO, has previously been considered in
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[221]. An A, g bairing state was found to be most stable which is in accordance with Fig. 5.15. However, in [221]
only momentum-independent on-site spin-orbit coupling was considered.

Angle-resolved photo emission (ARPES) experiments have shown that there is a considerable deviation
between the DFT results and the experimental data concerning the strength of the spin-orbit coupling [160,
161, 233]. Therefore we survey a wide range of values for the spin-orbit coupling parameters to learn how they
affect the selection of a stable pairing state. Care must be taken to not jeopardize qualitative agreement the
experimentally established two-dimensionality of the Fermi surface, which puts additional constraints on the
parameters that can be varied.

In our exploration we focus on the effects of three of the spin-orbit coupling terms in the normal-state
Hamiltonian. These are the atomic on-site spin-orbit coupling which is split into an in-plane component
hs, — hg; = n, and an out-of-plane component hy; = #, and one of the momentum-dependent spin-orbit
couplings of the E; type {hs3, hs3} which is parameterised by t39€ and describes an inter-layer hopping between
the d,, and the d, ., and d,, orbitals. It is conceivable to vary other spin-orbit coupling parameters as well,
however, their effect on the selection of the leading instability is negligible within a reasonable range where the
Fermi surface qualitatively reproduces the DFT predictions [234]. We also ignore the anisotropy of the atomic
on-site spin-orbit coupling and set#, =#, =#.

In panel (a) of Fig. 5.16 we show a phase diagram of the leading instabilities as a function of atomic on-site
spin-orbit coupling # and momentum-dependent spin-orbit coupling t29°. The most stable pairing states are
either in the A, or the E irrep. The A, and B, irreps are never competitive, whereas the B, irrep is a
subleading instability in small regions of the phase diagram. The vertical dashed lines indicate the minimal

distance between the different sheets of the Fermi surface in fractions of 27r/a. In the limit of very small atomic
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B Figure 5.16. (a) Phase diagram of the leading instabilities as a function of the spin-orbit coupling parameters # and

£39C, The vertical dashes lines indicate the minimum distance between the sheets of the Fermi surface in the plane as a

percentage of 27r/a. The thin solid lines indicate the variation of the Fermi surface along k, and are therefore a measure of
the two-dimensionality. (b) Envelope of the Fermi surface along the k, direction for the A, state and the E, state marked
by the red and blue dot in panel (a), respectively. Figure provided by Han-Gyeol Suh.

spin-orbit coupling # the sheets of the Fermi surface would touch which is neither predicted from first principles
calculations [160, 212] nor is it consistent with ARPES data [159, 161]. The solid horizontal lines denote the
maximal corrugation of the Fermi surface in the k, direction. If the out-of-plane momentum-dependent
spin-orbit coupling is too large, the bands will become too dispersive along k,, which is again in contradiction
to previous observations.

In panel (b) of Fig. 5.16 we show the envelope of the Fermi surface when viewed from the top, i.e. the shape
of the Fermi surface projected onto the k, -k, -plane, for two sets of band parameters where either the A, or
the E, pairing state is stabilised. For both sets of parameters the Fermi surface looks very similar. The band
parameters for the case of A, (E;) pairing correspond to the location of the red (blue) dot in panel (a). That is,
for A; g we have 1 = 57 meV and t3%% = 10 meV, and for E, we have 7 = 40 meV and t3%2. = 12meV.

The dominant contribution to the E, pairing state comes from the {(6, 3), (5, 3)} channel which is of the

same symmetry as the momentum-dependent spin-orbit coupling associated with t25. The out-of-plane

component of the momentum-dependent spin-orbit coupling implies that a large value of t35C will result in a
more pronounced corrugation along the k, direction. Nevertheless, within this reasonable parameter range, it
is possible to stabilize an E, pairing state at a value as small as t39C = 5meV. It is remarkable that such a small
variation of the normal-state parameters can have drastic effects on the selection of the pairing state with very
different structure.

In Fig. 5.17 we show the projected gap at the Fermi surface for representative parameters sets where the A
and E,; states are stable, respectively. For both of them, the gap magnitude on the « sheet is much smaller than
on the other sheets which have comparable gap magnitude. Therefore it is not possible to isolate a single band
for superconductivity which is also in contrast to the original proposal which assumed that only the y band
is dominant [83, 215, 235]. Neither is it possible to choose the pair of almost one-dimensional « and f3 bands,
as proposed in [206]. Also note the deep gap minima in the E, state on the y band along the diagonal. It is

conceivable that these exhibit characteristics that are similar to vertical line nodes.
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B Figure 5.17. Projected gaps on the normal-state Fermi surface in the first Brillouin zone for representative parameter sets
where the (a) A, g and (b) E, states are stable, respectively. The parameters are the same as in Fig. 5.16 at the red (A, g) and
blue (E,) dot. The color scale is the same for both panels and has been normalized to the maximum of the A, ; gap.

5.6 Pairing state below the critical temperature

To obtain the superconducting gap as a function of temperature it is not sufficient to solve the linearized gap
equation which only yields information about the pairing state just below the critical temperature and the
critical temperature itself. Instead it is necessary to solve the full gap equation self-consistently. This in turn
poses a problem because a direct minimisation of the free energy (C.46) to obtain the self-consistent gap is not
possible due to the presence of repulsive pairing channels. In this case the minima will no longer be located at

stationary points. Instead consider the stationary point of the free energy given by the system of equations

OF T rrT Ejen \ OEx
0= %Pme _ TrllI7] Zt (ﬁ"> k. (5.58)

oAt g 2/ oA

for each component i of the gap. The derivative of the energy eigenvalue is calculated using the Hellmann

Feynman theorem [236-238] to yield the gap equation

/3 kn < ‘ OHpyg (k) ‘ >
A; = t h k,n k.n), .
: 2Tr[r 2Te[LIT] Z o " (559)

O0A]

where in our case of a momentum independent gap the derivative of the mean-field Hamiltonian takes the

simple form

aHBdG(k) _ (0 l—‘iUvT> . (5.60)

OA? 0 0
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To solve (5.59) self-consistently we have to iterate the equation until all A; converge. This process is numerically
not very stable and a few tricks are necessary to not avoid runaway situations. Firstly, it is much easier to start
from zero temperature and go to higher temperatures because at lower temperatures the gap is much larger
and therefore the numerical convergence is not so susceptible to rounding errors. The next obvious trick is to
choose a good starting value. Here we initialize all with A; = 1.76 kzT, which is the value of the gap at zero
temperature for a BCS superconductor. Going to higher temperature we always use the solution of the previous
temperature step as a starting point for the next. The last trick is to weight the solutions of the last two steps
for next, i.e. the starting value of the (j + 1)-th iteration is AUD = wAD 4 (1 - w)AUD where w € [0, 1]. This
last trick is crucial to ensure to avoid runaway situations, but it slows down the convergence tremendously.
Therefore it is advantageous to implement a step-width control by which the weighting factor w is replaced by a
weighting function, e.g. a logistic function A(w) = 1/(1 + e™*). The argument of the weighting function can be
increased or decreased depending on the size of the previous step |AY) — AU=D|. This provides a good trade-off
between convergence speed and accuracy.

In Fig. 5.18 we show self-consistent solutions of the gap equation for the both A, irrep and the E irrep.
The ratio between the pairing states that is determined from the eigenvector of the linearized gap equation is
realised at all temperatures. The chief contribution to both pairing states comes from the orbitally-antisymmetric
channels. The pairing potential is much larger than anticipated from BCS theory. This apparent enhancement
over the BCS limit stems from the fact that the projection of the orbitally anisotropic states onto the Fermi
surface is rather small, so to achieve on average a gap of 1.76 k3T, at the Fermi surface, the pairing potential
has to be much larger.

5.6.1 Bogoliubov Fermi Surfaces

To connect with the previous chapter, the chiral d-wave state that we propose to be realised in Sr,RuO, ticks

all the boxes to be a candidate for Bogoliubov Fermi surfaces:

1. Even parity
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M Figure 5.19. Bogoliubov Fermi surface for the chiral d-wave state. The horizontal line nodes in the k, = 0 plane are inflated
into surfaces with a finite extent in k,. The color code red, green, blue corresponds to the nodal surface on the «, 3, y sheet
of the Fermi surface. Dashed lines mark the boundary of the first Brillouin zone in the plane. Figure prepared with help of
Han-Gyeol Suh.

2. Inter-band pairing
3. Multi-component order parameter
4. Possibility for time-reversal symmetry breaking combination

We therefore search for Bogoliubov Fermi surfaces in the E pairing state parameterised by

. 1 1 1
AEg = 80,2,0),3.0) %(Az% +24300) + Ao (4,1),42) ﬁ(}u(ﬁ +24403) + Do (5.3),(6.3) _2(A503 —A603),  (5.61)

with the gap amplitudes determined by the self-consistent solution in Fig. 5.18(b). In Fig. 5.19 we show the
Bogoliubov Fermi surfaces that results from a gap magnitude of A, = 0.42meV. The very large Bogoliubov
Fermi surfaces on the & band and the “peaks” on the y band reflect the deep gap minima on these sheets also
observed in Fig. 5.17. The inflated nodes are very thin in the direction perpendicular to the normal-state Fermi
surface, which makes them appear as flat. Their size in the k, direction is about 0.4 % of the whole k, axis of the
Brillouin zone, so it is unlikely that the corresponding pseudomagnetic field will have a substantial magnitude

and therefore the residual density of states will be too small to be unambiguously observed in an experiment.
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5.6.2 Spin susceptibility and Knight shift

In light of the recent Knight-shift experiments, it is important to establish the response of the E state that
we proposed here [84, 85]. This is important in particular because the spin structure of this E state is a spin-
triplet with in-plane spin polarisation of the Cooper pair which might at first seem contradictory as the new
experiments rule out a triplet pairing state. Therefore it seems natural to expect a temperature-independent
spin susceptibility for in-plane fields. However, this is not the case because the overall parity of the E state is
even which implies that the intraband pairing potential is a pseudospin singlet.

In the following we will derive the spin susceptibility in the superconducting state and numerically evaluate
the Knight shift as a function of temperature for both the A, and the E state. To determine the Knight shift

we start from the dynamic susceptibility (E.5) in the superconducting state

B
x* (g iw) = J dr e (T,S¢(q,7)S7 (-4, 0)), (5.62)
0
but this time the magnetic moment has an additional orbital degree of freedom
1
8¢ = — ) di,(k+q,7)08d (k. 7). (5.63)
2N L

We plug in the magnetic moments and rearrange

. 1 k iwT a
(g iw) = “ L dre ;(saaﬁafskzk:(ﬂdsﬁ(k, 1)df, (k' - q,0)d,5(k",0)dl,(k + q,7)). (5.64)
afy k!

Equivalent to the single band case discussed in Appendix E we apply Wick’s theorem to decompose the expecta-
tion value. We proceed to identify the definitions of the Green’s function G, (k, 7) = —(T,d, (k, T)dz (k,0)) and
the anomalous Green’s function F,; (k, 7) = —(T,d,(k, T)d,(—k, 0)) but with additional orbital indices. After

Fourier transformation into Matsubara frequency space we have

(g, iw) = — Ugﬁcrf,’(; Z (Gapry (ki0,)Gp50 (K + Gy iw, — i) — Fog (K, i0,,) Fhy (K + G i, — i0)).
kiw,

(5.65)
In contrast to the single band case in Appendix E it is not possible to determine the Green’s functions analytically.

1
4Nﬁ afyd

However, they can be calculated from the spectral form of the Green’s functions of the full BAG-Hamiltonian

. { Glkiw,) F(kiw,)
gab(k’ lwn) - <FT(k, iwn) G(k, iwn)>ah (566)
apa; &) (oc”(k))
=y e vk)=| " 6
) iwn—Eﬂ(k) wit aﬂ( ) o‘c;j(k) (5.67)
_ 1 (aﬁ(k)aﬁ*(k) ag(k)aj;*(k)) (5.68)
T iw, — B, (k) \ &g (k)og” (k) & (k)ay” (k) ‘

where the E, are the eigenvalues and a,, is the v-th component of the eigenvector corresponding to the y-th

eigenvalue of the BAG Hamiltonian. Selecting the appropriate blocks the susceptibility reads
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This can be written more compactly using

. 1 a . V1SR
@ iw) = Y ofpolslsclaio)ib, (570)

afyd

with the generalized susceptibility

[xsc(qu i) = —% N (o (k)ecs? (R)a, (k + qo” (k + )
k
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The physical susceptibility is then derived from the generalized susceptibility as

s, 1 . :
Yo @i0) = £ 3 Y 0lgols xscla )5 (572)
st affyd
In the linear response regime, the Knight shift for the field along the « axis is defined by the real part of the

magnetic susceptibility at ¢ = 0 and in the static limit iw = 0 [209]

K® = Re[)ae”"*(q = 0,i0 = 0)]. (5.73)
In Fig. 5.20 we show the Knight shift for the external field in and out of the plane for the A, and E irreps.
The onset of both the Knight shift below T, is linear in T for both states and a suppression of the Knight shift
for the E state below T is clearly present. This confirms that despite the microscopic spin-triplet structure of
the matrix pairing potential, both the A, and the E states manifest themselves as a pseudospin singlet with
the magnetic response of a true singlet. In particular the suppression for the in-plane fields is qualitatively in
accordance with [84, 85]. The anisotropy between in-plane and out-of-plane fields is likely due to the inclusion
of the momentum-dependent spin-orbit coupling terms in the normal-state Hamiltonian.



At low temperature the response of the A, and the E states differ qualitatively. While the response of
the A, state is reminiscent of the Yosida function with an additional offset at zero temperature, the response
of the E, state has an additional feature at very low temperatures. A possible explanation for this anomaly
is that the gap on the a band in the E, state is much smaller than on the other bands. It was pointed out by
Agterberg et al. [235] that if the bands are weakly coupled, the very small gap on one band gives rise to essentially
gapless excitations for temperatures that are larger than this small gap. These excitations will appear as low
temperature anomalies in various thermodynamic and transport properties. For the E state this effect might
be very pronounced in the present case, because the gap on the « sheet of the Fermi surface is mostly vanishing,
cf. Fig. 5.17. One might argue that the situation is similar for the A, where the gap is also much smaller on the
o sheet, however, the gap remains finite over the whole sheet which could explain why the effect is suppressed
for the A, ; state.

5.7 Discussion

The pairing state that we have proposed is an orbital-antisymmetric spin-triplet state that results in a Knight
shift below T, breaks time-reversal symmetry, and produces a jump in the shear modulus Cy at T, which
is in qualitative agreement with the experiments [51, 52, 84, 85, 186-188]. However, it predicts a linear cusp
for the splitting of the phase transition under uniaxial strain which has not been observed [183, 184]. It also
has a horizontal line node at k, = 0, +271/c and thermal conductivity [165], ultrasound attenuation [187], field-
angle-dependent heat capacity [239], and quasiparticle interference [168] seem to suggest vertical line nodes
along the I'-M direction, but the situation is disputed and some experiments suggest horizontal line nodes
instead [166, 167]. The other problem is that the gap node at k, = 0 seems to imply that the pairing strength
approaches zero in the limit of very small interlayer coupling. We have worked around this by suggesting that
weak momentum-dependent spin-orbit couplings in the out-of-plane direction stabilize a purely local pairing
state with the same symmetry. The existence of these terms is hypothetical at this point and has not been widely
examined. Additionally the horizontal line nodes are inflated into Bogoliubov Fermi surfaces and may mimic

diagonal vertical line nodes.

The pairing state that we have proposed is a natural choice, because of the two-component nature of the
E, irrep. Another possibility that has been recently proposed and has gained some attention is a state with
dy2_y2 21, (2_)2) Symmetry, because it is consistent with both broken time-reversal symmetry and the jump
in the ¢4 shear modulus and it might explain the absence of a linear cusp under uniaxial strain [188, 211, 240].
This pairing state would only have vertical line nodes and even though the location and direction of the line
nodes is disputed, the idea of vertical line nodes is generally more popular than horizontal line nodes [165, 168,
187, 239]. On the other hand, this state is a less natural choice because it mixes the B; g and the A, g irreducible
representations. Pairing states belonging to different irreps do not necessarily have the same critical temperature
so this state requires fine-tuning to explain why superconductivity and time-reversal symmetry breaking set
in at the same temperature [42]. Finally the g-wave form factor might seem improbable because of the very
long-range pairing that it implies, but it has been pointed out that nearest-neighbor Coulomb repulsion leads

to a competitive instability in this channel at weak-coupling [241].



5.8 Summary

In this chapter we have discussed the possibility of even-parity chiral superconductivity in Sr,RuO, [234]. This
material has long been the best candidate for odd-parity spin-triplet chiral p-wave superconductivity [82, 83].
This proposal became a well-established fact, but the recent revisiting of old Knight shift measurements is
inconsistent with this scenario [84, 85]. The spin-singlet response detected in the new measurements cannot
be unified with a chiral p-wave state and the community is now more amenable to considering an even-parity
pairing state. There is substantial evidence for a two-component order parameter from the onset of time-reversal
symmetry breaking [51, 52, 185] and a jump in the shear modulus c¢ [186-188] at the critical temperature. A
chiral d-wave state with E; symmetry is naturally consistent with these observations, but has been dismissed
previously because of the quasi-two-dimensional electronic structure [157-161].

We fit DFT results from [160] to the most general tight-binding Hamiltonian for a three-orbital system
in the Dy, point group. Models of this type have been considered in the literature before [214-216], however,
symmetry-allowed momentum-dependent spin-orbit coupling terms have not been included so far. To stay
faithful to the shape of the Fermi surface, we parameterize our tight-binding model by fitting it to the DFT
band structure given in [160]. We assume on-site interactions of the Hubbard-Kanamori type [218, 219] for a
purely local pairing interaction. Following the established literature we assume that the interaction constants
are sufficiently renormalized such that Hund’s coupling can stabilize superconductivity [118, 224]. The chiral
d-wave nature of the order parameter with E, symmetry is encoded in the orbital degree, where it is expressed
as an s-wave orbitally-antisymmetric spin-triplet state. We find that the orbitally non-trivial E; state becomes
energetically favorable once we take into account the symmetry-allowed momentum-dependent spin-orbit
coupling terms. These terms tune the ground state between order parameters of different symmetry already for
surprisingly small values. This is important because their smallness implies that the experimentally established
two-dimensionality of the Fermi surface remains intact.

Below the critical temperature we solve the gap equation by iteration to obtain the self-consistent gap
magnitude in the A, and the E, state. An interesting fact about the E state that we have proposed is that
because it combines even parity, time-reversal symmetry breaking, and interband pairing it naturally gives rise
to Bogoliubov Fermi surfaces [133, 140, 234]. Although they are expected to be small, these might have profound
implications on the low-energy structure of the quasiparticles and for thermodynamic observables [93, 140].
To be consistent with the experimental observations the superconducting state has to result in a suppression of
the Knight shift below the critical temperature which we verify for both the A, ; and the E state.






Chapter 6

Conclusion

In this thesis we explore novel phenomena in multiband superconductors. The common theme of all chapters
is that orbitally non-trivial pairing can give rise to anomalous pairing states which have interesting properties.

In Chapter 3 we have presented the concept of Bogoliubov Fermi surfaces [133]. They generically appear in
centrosymmetric even-parity superconductors with multiple bands that break time-reversal symmetry. The
presence of orbitally non-trivial pairing channels implies that the gap product is non-unitary. A non-zero
time-reversal odd part of the non-unitary gap product is directly responsible for the appearance of Bogoliubov
Fermi surfaces, as can be understood within a low-energy effective theory. There the time-reversal odd part
gives rise to a pseudomagnetic field which lifts the pseudospin degeneracy and inflates point and line nodes into
extended Bogoliubov Fermi surfaces. The Bogoliubov Fermi surfaces are protected by a Z, topological invariant.
We have demonstrated the properties of the Bogoliubov Fermi surfaces on the example of the Luttinger-Kohn
Hamiltonian of j = 3/2 fermions in the cubic crystal system. This model has served as a paradigmatic model
in the literature [66, 76, 77, 133, 135, 136].

The topological protection of the Bogoliubov Fermi surfaces alone does not guarantee their existence.
The inflation of the nodes increases the nodal area in momentum space and thus costs condensation energy,
which is expected to be detrimental for superconductivity [9o]. Therefore, in Chapter 4 we investigate the
thermodynamic stability of a time-reversal symmetry-breaking pairing state with Bogoliubov Fermi surfaces
in contrast to one that preserves time-reversal symmetry [140]. Using BCS mean-field theory we compute
the phase diagram as a function of spin-orbit coupling and temperature. We find a rich phase diagram which
supports stable Bogoliubov Fermi surfaces. In the limit of vanishing spin-orbit coupling we confirm the
prediction by Ho and Yip [137] that a time-reversal symmetric pairing state is stable. For increasing spin-orbit
coupling, the multiband nature of the model gives rise to a first-order phase transition from the normal into
the superconducting state. This can be understood by the competition between intra- and interband pairing
which is controlled by cubic anisotropy. For moderate values of the spin-orbit coupling we find a time-reversal
symmetry-breaking state with Bogoliubov Fermi surfaces, which confirms the prediction from [66]. Close
to the time-reversal symmetric phase and at low temperatures this state is reentrant and shows a first-order
transition into the time-reversal symmetric state. Due to the lifting of the pseudospin degeneracy, the time-
reversal symmetry-breaking state exhibits a residual density of states around the Fermi energy as large as 20 %
of the normal state. Furthermore, the superconductivity gives rise to a subdominant magnetic order parameter
which, however, is small even for large values of the residual density of states, which confirms the hypothesis that
time-reversal symmetry-breaking superconductors only have a weak intrinsic magnetisation [148]. These result
are encouraging for experimental searches of Bogoliubov Fermi surfaces. Heavy-fermion superconductors are a
promising platform and it is intriguing that a large residual density of states has been observed in URu,Si, [141].

In Chapter 5 we turned our attention the unconventional superconductor Sr,RuO, [82] which has recently

attracted a lot of attention. For several decades it was believed that this was a textbook example of an odd-parity



chiral p-wave superconductor [83]. A recent repetition of early Knight shift experiments has cast serious doubt
on this paradigm and strongly suggests a spin-singlet pairing state [84, 85]. We propose an alternative pairing
state that is consistent with the updated experimental situation. We employ existing DFT results [160] and fit the
most general normal-state Hamiltonian for the tetragonal point group to obtain a quantitatively faithful model
of the Fermi surface. In contrast to existing work [214-216], we also include symmetry-allowed momentum-
dependent spin-orbit coupling terms. Starting from on-site interactions of the Hubbard-Kanamori type [219,
220] we derived all the possible even-parity Cooper pairs. By a similar reasoning as in [118] we argue that these
interactions can give rise to a weak-coupling instability. Solving the linearized gap equation, we are able to show
it is possible to tune the leading instability into an even-parity state with E, symmetry by varying spin-orbit
coupling parameters with a small range. This does not affect the experimentally observed two-dimensionality
of the Fermi surface. Because this pairing state has even-parity it acts as a pseudospin-singlet and gives rise to a
singlet response in the spin susceptibility. This purely local E, pairing state is orbitally non-trivial and because

it breaks time-reversal symmetry it is expected to host Bogoliubov Fermi surfaces.

Outlook

There are some obvious extensions to the work presented in this thesis. In Chapter 3 we have presented the
basic theory of Bogoliubov Fermi surfaces, which are surfaces of ungapped quasiparticles in momentum space.
One interesting question is to what extent these Bogoliubov Fermi surfaces behave like regular Fermi surfaces.
The main reason for this question is that the quasiparticles that make up the Bogoliubov Fermi surfaces have
no definite charge because they are superpositions of particle- and hole-like excitations, whereas the Fermi
surface of a regular metal always consists of regular charged particles. Hence it is interesting to investigate
whether Bogoliubov Fermi surfaces are able to exhibit quantum oscillations, which would also be a possible
step towards their observation. In previous work, strain has been used to simulate quantum oscillations in
nodal superconductors [242-244].

The work in Chapter 4 shows that Bogoliubov Fermi surfaces are stable in large parts of the parameter
space. Due to the lifting of the pseudospin degeneracy, they lead to a residual density of states at zero energy
and therefore also to a residual value at zero temperature in several thermodynamic observables. Since the size
of the Bogoliubov Fermi surfaces and therefore the magnitude of the residual values depends on the ratio of
the interband pairing potential to the band splitting, materials where this ratio is as large as possible are the
best candidates. Heavy-fermion superconductors satisfy these criteria and are therefore a promising platform.
A residual thermal conductivity at zero field and at low temperatures has been observed in the heavy-fermion
compound URu, Si, [141]. Identifying a particular experimental platform for the Bogoliubov Fermi surfaces is
an important step and material-specific ab initio studies are necessary to make quantitative predictions.

Only very briefly we have touched upon the topic of “superconducting fitness” [113, 114]. The superconduct-
ing fitness is a concept similar to Anderson’s theorem to make statements concerning the stability of different
superconducting states. It introduces measures to identify terms in the normal-state Hamiltonian that are
beneficial or detrimental to a weak-coupling instability. Currently this concept is limited to determining the
critical temperature of the superconductor. In Chapter 4 and in Appendix D we have studied the time-reversal
symmetry-breaking phase transition in detail. A possible extension of superconducting fitness is to identify
terms in the normal-state Hamiltonian that are beneficial or detrimental to a time-reversal symmetry broken
state.

In Chapter 5 we have studied superconductivity a realistic three-dimensional model of the layered perovskite



superconductor Sr,RuO,. As a simple model for the pairing mechanism we assumed purely local interaction of
the Hubbard-Kanamori type. This will inadvertently only give rise to local Cooper pairs and even-parity pairing.
Within this framework we have found that an orbitally-antisymmetric spin-triplet state in the E irrep can be
stabilised. Spin fluctuations have usually been thought important for the pairing mechanism in Sr,RuQ, so it is
interesting to study how our prediction holds up in this scenario [205, 208, 245-248]. Studying pairing from spin
fluctuations within the random-phase approximation [209] is a good first step and can be complemented and
extended by other methodologies, such as the fluctuation-exchange approximation [249] or the weak-coupling
renormalization group [250, 251]. However, in contrast to previous work our full three-dimensional model of
the normal-state band structure has to be considered. In addition, our newly proposed pairing state calls for

the reevaluation of the theoretical predictions for the various experimental probes that are available.






Appendix A

Character tables

In mathematics a group is the combination of a set G with an operation -, usually denoted by (G, -). The
operation between acts between any two elements of the set such that the result is also an element of that set,
i.e. the group is closed under the operation. Any group must satisfy the four group axioms:

Closure Foralla,b € Gtheresultofa-b e G.

Associativity Foralla,b,c € Githoldsthata-(b-c)=(a-b)-c.

Identity There is one elemente € Gsuch thate-g=gandg-e=gforanyg e G.

Inverse For each element g € G there is an element g™' € Gsuchthatg™!-g=g-g7' =e.

These group axioms are very abstract and apply independent of the representation of the group. The linear

representation D of a group is G on a vector space V is a group homomorphism

D: G — GL(V), (A1)
g — D(g), (A2)

where GL(V) is the general linear group over V which is usually expressed as a set of invertible matrices.

A representation D of the group G is said to be reducible if there is an invariant subspace W ¢ V such
that D(g)w € W for all w € W and all g € G. The representation is called reducible if a non-trivial invariant
subspace exists, otherwise it is called irreducible.

Two elements a,b € G are said to be conjugate if there exists an element g € G such thatb = g 'ag.
Conjugacy is an equivalence relation and therefore partition G into equivalence classes called conjugacy classes.

In crystallography the point group is a group of symmetry operations which leave at least one point fixed.
Because the point groups have to leave the lattice invariant, we can restrict ourselves to finite point groups.
One such finite point group is the Dy, tetragonal point group. The group contains the following symmetry
operations

Dy, = {E,2C,,C,,2C},2CY 1,28, 03,, 20, 20,4}, (A3)

where E is the identity, 2C, are clockwise and counterclockwise four-fold rotations around the z axis (principal
axis), C, is a two-fold rotations around are the z axis, 2C} are two-fold rotations around the x and y axis, 2CJ
are two-fold rotations around the axes x = y and x = -y, I is inversion, 2S, are rotoinversions which are
combinations of 2C, and I, oy, is reflection at the z = 0 plane, 20, are reflections at the x = 0 and y = 0 planes,
and 20, are reflections at the (x — y) = 0 and (x + y) = 0 planes.

We can express each symmetry operation as a matrix which represents how vectors or functions that were
chosen as a basis set transform under the action of the symmetry operations. The form of these matrices
depends on the choice of the basis, however, the trace of the matrix is independent of the basis and is referred



Alg 1 1 1 1 1 1 1 1 1 1
Ay, 1 1 1 1 -1 -1 1 1 -1 -1
By, 1 1 -1 1 1 -1 -1 1 1 -1
By, 1 1 -1 1 -1 1 -1 1 -1 1
E, 2 2 0 -2 0 o 0 -2 0 O
A, 1 -1 1 1 1 1 -1 -1 -1 -
A,, 1 -1 1 1 -1 -1 -1 -1 1
B, 1 -1 -1 1 1 -1 1 -1 -1
B,, 1 -1 -1 1 -1 1 1 -1 1 -1
E, 2 -2 0 -2 0 o 0 2 0 o0
M Table A.1. Character table for D,.

irrep Rot d g

Ay, 22 (x2 - yz)z _ 4x2y2,z4

A2g R, xy(xZ - yZ)

Blg x2 _ y2 ZZ(xZ _ yZ)

By, xy xyz*

E, {R,R)} {xz yz} {xz(x? - 3y%), yz(3x* — y*)}, {x23, y2°}
p f

Alu

Ay, z z

Blu X)/Z

B,, z(x* - y?)

E, {x, y} {x(x? - 3;\/2),)/(39(2 - yz)}, {xz2, yzz}

B Table A.2. Symmetry of rotations and Cartesian products for the point group D,,.

to as the character of the symmetry operation. An interesting property is that all elements of a conjugacy
class have the same character. This allows to write these characters as a table where the rows are irreducible
representations and the columns are the characters of the conjugacy classes of the group elements. For the
point group D,;, we give this so called character table in Tab. A.1.

The normal-state Hamiltonian of the electrons in a crystal is invariant under the operations of the point group.
Therefore it is possible to write it as a linear combination of basis states which belong to different irreducible
representations. These basis states are usually either rotations or spherical harmonics. Their character under the
symmetry operations classifies them according to the irreducible representations. The symmetries of rotations
and real spherical harmonics (also called Cartesian products) for the Dy, point group are listed in Tab. A.2.

In practice, for the one-dimensional irreducible representations the character indicates a sign change

under the corresponding symmetry operation. For example chose the lowest-order polynomial of the B,
representation from Tab. A.2 and apply the C, operation. The effect of C, it to let x — y and y — —x, which



Alg A2g Blg BZg Eg Alu A2u Blu BZu Eu
Alg Alg A2g Blg BZg Eg Alu A2u Blu BZu Eu
A2g A2g Alg B2g Blg Eg A2u Alu BZu Blu Eu
Blg Blg BZg Alg A2g Eg Blu BZu Alu A2u Eu
BZg BZg Blg AZg Alg Eg BZu Blu AZu Alu Eu
E, | E, E, E; E;, A,e®[A,]leB,®B,, E, E, E, E, A,0A,,B,8B,,
Alu Alu A2u Blu BZu Eu Alg AZg Blg BZg Eg
A2u AZu Alu BZu Blu Eu A2g Alg BZg Blg Eg
Blu Blu B2u Alu A2u Eu Blg BZg Alg A2g Eg
BZu BZu Blu A2u Alu Eu BZg Blg A2g Alg Eg
E, | E, E, E, E, A,®A,®B,eB, E, E, E, E, A,®[A,]eB B,

M Table A.3. Product table for the D,;, point group between the irreps of odd and even parity. In the products of two identical
degenerate representations, those terms antisymmetric with respect to particle permutation are indicated by square brackets.

implies
Cy(x* = y*) = ()% = (—x)? = =(x* - y?), (A.4)

which is consistent with the character —1 in Tab. A.1.

For the two-dimensional irreducible representations the character indicates the trace of the matrix the corre-
sponds to the symmetry operations. For example chose the lowest-order polynomials of the E,, representation
from Tab. A.2 and again apply the C, operation

“()-C-0 )

The trace of this matrix is zero which is consistent with the character in Tab. A.1.

In multi-orbital systems it happens that we have to form the direct product of the orbital and spin Hilbert
spaces. The orbital and spin degrees of freedom may transform differently under the symmetry operations
of the point group. To find the irreducible representation of the resulting direct product we have to form the
group product. The products are tabulated in product table as for the D,;, point group in Tab. A.3.






Appendix B

Angular momentum

A good understanding of the quantum mechanical angular momentum is very important in solid state physics.
In a solid, the electrons are tightly bound to the atomic cores in their respective atomic orbitals. The atomic
orbitals are described by the principal quantum number #, the orbital angular momentum quantum number /,
and the magnetic quantum number m. Generally, we are only interested in the effects of itinerant electrons
in the solid, so only the valence shell electrons of the atoms really count. These all have the same quantum
numbers n and [. In this appendix we will briefly review how the point group operations act on the orbital
angular momentum and how orbital and spin angular momentum interact.

B.1 Point group operations for angular momentum

Defining the quantization axis along the z direction, the z component of the angular momentum operator is
defined as

L,|I,m) = hm|l, m), (B.1)
with angular momentum eigenstates |I, 711) with orbital angular momentum quantum number / and magnetic

quantum number m. By a simple counting argument, the ladder operators for the angular momentum states
can be derived as

L l,my =h Il +1) —m(m = 1)|l,m £ 1). (B.2)
The commutation relations imply for the remaining components that
1
Lx = E(LJr + L,), (B3)

1
L,= E(L+ -L). (B.4)

Equipped with these definitions we can easily derive the functional form of the angular momentum op-
erator for [ = 2. This corresponds to the d orbitals which we use often throughout this thesis. In the basis
(12,2, 12, 1), 12,0%, |2, 1), 12, =2))T the matrix form of these operators is

01 0 0 0
1 0 3 o0 o0

L.=h| o \E 0 \/§ o |, (Bs)
00 3 0 1
00 0 1 0



0 - 0 0 0
i 0 -3 0 0
Ly=h| 0 i\3 o0 —i\/g o | (B.6)
0 0 iy 0 i
0 0 0 i 0
200 0 0
010 0 0
L,=hf{ 0 0 0 0 © (B.7)
000 -1 0
000 0 -2

Now we are interested in deriving the form of the point group operations for the I = 2 orbitals. We choose
the D, tetragonal point group, again because we use it often throughout this thesis. The group contains the

following symmetry operations
Dy, = {E,2C,,C,,2C},2CY , 1,28,, 04,20, 20,4}, (B.8)

where E is the identity, 2C, are clockwise and counterclockwise four-fold rotations around the z axis (principal
axis), C, is a two-fold rotations around are the z axis, 2C} are two-fold rotations around the x and y axis, 2CJ/
are two-fold rotations around the axes x = y and x = -y, I is inversion, 2S, are rotoinversions which are
combinations of 2C, and I, o, is reflection at the z = 0 plane, 20, are reflections at the x = 0 and y = 0 planes,
and 20, are reflections at the (x — y) = 0 and (x + y) = 0 planes.

The identity E and inversion I are trivial and we neglect the rotoinversion S, for brevity. As a reminder, the

rotation operator of an angular momentum L around an axis parallel to n by an angle ¢ is given by

D,(¢) = exp(—i%n : L>. (B.9)
This implies for the rotations
C, = exp(—i%rLz), (B.10)
Cj(x) = exp(—irL,), (B.11)
Clx=y)= exp(—i%(Lx + Ly)>. (B.12)

The reflection operation can also be cast into the form of a rotation. In fact, reflection at a plane with normal

vector n is equivalent to rotation by 7 around the axis parallel to n. Hence, we find for the reflection operators

oy, = exp(—inL,), (B.13)
0,(x) = exp(—inLy), (B.14)
T
os(x=y)= exp(—tW(Lx - Ly)). (B.15)

The position space representation of the I = 2 spherical harmonics is complex, but the probability density
of atomic orbitals shall be real. Therefore, to find the correspondence of the I = 2 spherical harmonics with the



d orbitals, we recombine them into the real spherical harmonics

s,z ,2) = [2,0), (B.16)
) = %uz, 2y +12,2), (B.17)
i
ld,,) = W(|2,—1) +12,1)), (B.18)
1
ld.,) = W(IL—D -12,1)), (B.19)
i
|dxy> = %(l‘z) =2) -2, 2)) (B.20)

In this thesis we are only interested in a submanifold of these real spherical harmonics, which is why we

project the symmetry operations derived above into the subspace spanned by d ,, d

yz> Axz> and d,,,. The matrix

elements of the symmetry operation O are then given by O, = (d,|0|d,) with a,b € {yz, xz, xy}. In the basis
(Idyz), |d...)> Idxy))T the matrix form of the symmetry operations is

0 1 0 1 0 0 -1 0

C,=(-1 0 0], Cix)=10 -1 0 |, Clix=y)=(-1 0 o], (B.21)
0 0 -1 0 -1 0
-1 0 0 -1 0 0 010

o,=( 0 -1 0], o,x)=[ 0 1 0 |, osx=y)=(1 0 0 [, (B.22)
0 0 1 0 0 -1 0 0 1

and for reference, in the even more restricted basis of (|d yz), Idxz))T we have
0 1 1 0 0 -1
C = bl C, = bl C” = = > B.
4 (_1 0> 2(x) <0 _1> 2=y ={ | 0) (B.23)

-1 0 -1 0 0 1
oh=<0 _1>, o‘l,(x)=<0 1), crd(xzy)=<1 0). (B.24)

B.2 Angular momentum coupling

We want to briefly investigate how the coupling between I = 1 orbital angular momentum and s = 1/2 spin
angular momentum gives rise to j = 3/2 states. For the angular momenta l = 1 and s = 1/2 we have the
following states

1,1), |1 1>
2°2/°

|l’ ml> = |1> 0): |S>m5> = 1 1 (BZS)
|1>_1>) |5)_5> '
The total angular momentum j takes on the values j = [ +s,...,|l = s|, i.e. j = 3/2,1/2. This implies the
following six states in the new basis of the total angular momentum
. 33 31 3 1 3 3 11 1 1
|]’mj>= |_7_>> _)_>)|_’__>)|_’__>>|_’_>)|_)__>' (B'26)
22 22 22 22 22 22




Because it holds that m; = mg + m;, we can immediately relate the state |[3/2,3/2) to the one in the basis of /

’3 3>_
2’2/

Then we apply J_ = L_ + S_ on this state to find the remaining ones with j = 3/2. In the following we write the

and s

1, %> (B.27)

states in the form | j,m;) on the left-hand side and in the form |m;, m;) on the right-hand side. As an example,
to find [3/2,1/2) we apply J_ to |3/2,3/2)
(L+s)[15)

3) -
|>|°>
320"

1>

=1,-= (B.28)

(B.29)

Similarly, we proceed down the chain to find the two other states

T2 i}
S

For the states with quantum number j = 1/2 we use the fact that states have to orthonormal in quantum

mechanics. To obtain the quantum number m; = 1/2 we have to combine either/ = 0,s = 1/2orl=1,s = -1/2,

3)
TIN_
2’2 !

From the normalization condition we obtain

1111
— == =Y=1=¢]? +|c |2
<22‘22> 1+ lea]

= |ql*=1-lg/% (B.33)

so we choose the ansatz

0, %> ) (B.32)

1 1>+
y—— c
> 2

and from the orthogonality requirement we obtain a second condition for the coefficients

31 | 11 > \F \F
o= =)Y=0=c¢\= +c\=. B.
<2 212°2 BERRAE (B34)
Solving this system of equations is easy and under consideration of the established phase conventions [252] we
find

Lo, %> 10,1/2). (B.35)

Then again, applying the J_ operator to find the |1/2,-1/2) state as

L= Bp-b- B



In summary we have
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Appendix C

Path integrals

A central quantity in the description of superconductors is the free energy. From this all the thermodynamic
properties can be derived. Moreover, in the weak-coupling theory the pairing state that is most stable is the one
that minimizes the free energy. Therefore, it plays a major role in the selection of the pairing symmetry. The
free energy is derived from the partition function of a quantum system which can conveniently be described as
a path integral [253].

C.1 Path integral for free fermions

The propagator of the Schrodinger equation between a initial state |i) and a final state | f) is described by an
integral over all paths connecting r; at time f; to 7 at time ¢, which is given as the path integral

(Fle ) = Koy 17, 0) = [ Dlr] e (C)
where we introduce the action
t t
S[¥] = I dt! L(r,it') = J dt'[p — H(r, p,t")] (C.2)
0 0

with conjugate variables p and q and the Lagrangian L(r, -, t) which is related to the Hamiltonian by Legendre
transformation. The canonical partition function is defined as the sum of the Boltzmann factors of all microstates

A which is usually written as a trace and can be related to the propagator with an imaginary time

Z = Tr[e PH] = Y (Me PR |X) = K(t; = —iPhst; = 0). (C3)
A

This transformation of the statistical average into a path integral over periodic paths in imaginary time is also
known as a Wick rotation. Hence we can write the partition function as a path integral in terms of conjugate

variables with imaginary time 7 = it/h

Z= qﬁp[r] exp(=Sg) = (J)D[r] exp[— J: dr (—%paTr L H(r, p,t’))]. (C.4)

In canonical quantization we replace the conjugate variables by conjugate quantum fields r — ¢ and p — il
where ¢ is the complex conjugate of ¢. The partition function and the action then take the form

Z-= jD[M expl-S;]
B B B (C'5)
Sg = L dr (¢a,¢> + H[¢, (o))



with the measure

DI, ¢ = | [ d(r) de(x). (C.6)

The free energy can be derived from the partition function by taking the logarithm
1
F=-—InZ (Cy)
B

The path integral and therefore the partition function and all derived quantities can not only be evaluated
for single-particle problems but also in many-body systems. Here we will evaluate it for free fermions to
show the generic mechanics of this approach and also because we will use this result later in the context of
symmetry-broken phases. The Hamiltonian for free fermions is given in momentum space as

H= Zekc,tck. (C.8)
k

Before attempting the more complicated approach of path integrals we briefly recapitulate what result for
the partition function the free energy we expect. The partition function can be determined by summing the
Boltzmann factors of all microstates which can be expressed as a trace

Z =Trle PH] = Tr

exp<—/32k:ekc;£ck)]. (C.9)

We carry out the trace in the eigenbasis of the Hamiltonian, where the eigenvalues of the number operator cj ¢,
are simply the occupation numbers 7.

Z= Tr[H exp(—ﬁeknk)]. (C.10)
k

Since we are dealing with fermions, there are only two possible occupations, 7, = 0 and »; = 1, so the trace
evaluates to

Z = [][1 + exp(-Peg)]; (Cn)
k

and we get the free energy by taking the logarithm
1
F= 3 > In[1 + exp(-Be)]. (Ca2)
k

For the path integral formulation we first construct the action by inserting the Lagrangian that we derive
straight-forwardly from the Hamiltonian. The resulting action in imaginary time takes the simple form

B
SE:J dT
0

Because the propagator is periodic in imaginary time it makes sense to transform the integral over imaginary

;c—karck +Hecl = Lﬁ dr [;ak(af + e (C13)

time to frequency space. The transformation is conventionally chosen as

1 —iw, T
c=— ) c,e T, (Ca4)
L

with the fermionic Matsubara frequencies w,, = (2n + 1)7/3. Expressed in terms of a sum over frequencies, the
action reads

Sg = Z Cren (i, + €1)Chy- (C.15)

kiiw,



To formulate the partition function we plug in the action and the measure
Z = J H déy, dcg, exp[— Z Crn (i, + ek)ckn]. (Ca6)
kiiw, kiiw,
Because the action is quadratic in fields, this integral resembles a Gaussian integral in higher dimensions. In
fact, the following holds

_ 7 multiple variables _ T
J dpdpe ™ =a = J 1—[ de; dg;e” ;%99 = H a;. (Cay)
j j
Hence the path integral can be evaluated directly and we find for the partition function in frequency space
Z =[] (-iw, + &) (C.18)
kiiw,

Again the free energy is derived from the partition function by taking the logarithm. The logarithm of a product

can be written as a sum of logarithms and we have

F= —l Z In(—iw,, + €)- (C19)

kiiw,
The trick to evaluate the sum over Matsubara frequencies is to rewrite it as a contour integral with the Fermi-

Dirac distribution function f(z) = (1 + ¢7P?)~! which has simple poles at the Matsubara frequencies z = iw,
1 . 1
E ;g(zwn) =0 (J-)F f(2)g(z) dz. (C.20)

The contour integral will pick up these residues which is equivalent to a summation per the residue theorem.
Because in our case g(z) has a branch cut along the real axis we have to decompose the integral, as illustrated
in Fig. C.1

é f(2)In(e —2)dz = Cﬁ f(2)In(eg —2) dz
r 14

" m(]j F(2) In(eg - (2 +i8)) dz + L: f@)n(e - (z - i) dz ). (Can

By Cauchy’s theorem the integral over y vanishes. Swapping the limits in the second integral, it is possible to

combine the remaining terms
4) f(2)In(e, —2)dz = (lsin})J- [f(2)In(ex — (z +i8)) — f(2)In(e, — (z —i8))] dz. (C.22)
r —V Je,
Aswelet § — 0, the logarithm picks up a phase difference of 277 across the branch cut

(J) f(2)In(e — z)dz = Joo{f(z)[ln(ek —z)+2mi] - f(2)In(e — 2)}dz  =2mi Joo f(z)dz.  (C.23)
T €, €

k k

Thus the Matsubara sum has been transformed into to a simple one-dimensional integral and the free energy

F=-Y JOO f@dz=-3 ro 1 :et;z dz. (C24)

k 7€ €k

becomes

After straightforward substitution (u = 1 + %) we find

F-= —Z[-% In(1 + e-ﬁZ)]

(oe]
k €k

- -% Y In(1 + ehe), (Cas)
k

This is the same as (C.12).



Imz

+8
»> Rez

M Figure C.1. Transformation of a Matsubara frequency sum into a contour integral. The blue crosses along the imaginary
axis are the simple poles of the Fermi-Dirac distribution function which correspond to the fermionic Matsubara frequencies.
In the case of free fermions, there is a branch cut along the positive real axis emanating from €. The contour y thus has to
be deformed to exclude this branch cut as illustrated.

C.2 Path integral formulation of the free energy

As mentioned earlier, at weak coupling that superconducting state that is selected below the critical temperature
T, is the one that minimizes the mean-field free energy. In the following we will derive expressions for the
mean-field free energy using the path integral formalism. The derivation closely follows and extends [253].

We start from a general interaction
Hiy = - Z A;rc,aVk,k’;aAk’,a’ (C.26)
kk'.a

with the Grassmann variables for the fermion bilinears Ay , = c_y,c; and basis matrices y, which encode the
electronic degrees of freedom such as spin and orbital. The partition function is defined as the path integral

Z = J Dlct, c] exp|— Jﬁ dT(cTaTc +HlcT, c])] = J Dlct, c] exp(—S[cT,c]), (C.27)
0

with the action

B
S = J dT[Z Cl: (a.r + gk . )_/))Ck - Z A;c,qu,k';aAk',a]' (C28)

0 k kk'.a
where €, - y denotes the free electron Hamiltonian expanded in terms of the basis matrices y,. We will now
perform the Hubbard-Stratonovich decomposition of the interaction term. Therefore we introduce a fluctuating
field a. s

Zy = J Dlat, «] exp[— J dr Z oc,t)aij,i,;aock,’a]. (C.29)
0 kk'a

Adding this to the original partition function we obtain

7= J Dlct, c]Dlat, a] 75,

B (C.30)
S= JO dT[Z Cz(a.[ + €k - )/)Ck + Z (_ATI'c,qu,k’;aAk’,a + oc,t’aVk_),i,;ucxk,’a)].
k kk',a
Wk H,




We now introduce paring fields in terms of the fluctuating field Ay , = o, — > Vi k1.0 Ar o Such that

_ T T oy-l
HI - Z (_Ak,aVk,k’;aAk’,a + ‘xk,uvk,k’;a‘xk’,u)

k.k',a

— T T T -1

= Z [_Ak,aVk,k’;aAk’,a + (Ak,a + Z Ak”,qu“,k;u>Vk,k';a(Ak’,u + Z Vk’,k”’;aAk”’,u>] (C.3l)
k)kl)a k”,a k”’,a

=Y (AL Ap+ AL A, + AL VL A

- k,a=k,a k.a* k.a kaVkk';aPk'a |
k,a

After this transformation we can write the partition function and the action in terms of the pairing field with
the BAdG-Hamiltonian ki [AT, A]

7 = JD[c*,c]D[N‘,A] es,

B (C32)
S= | de[ Y el + mels' ADe + Y Ak Vikiabea]
0 k kk'.a
In the following we will denote the sum over the basis matrices by a trace
2 AhaVikiabea = ), AV A (C33)

kk'.a kK’

The first term in the action is explicitly quadratic and therefore represents a Gaussian integral which can be
integrated trivially by the rules of path integrals, which are outlined in detail in [253]

p p
Z- jD[A‘r,A] J dr [ det(@, + Iy [AT, A]) exp[— J ar Y Tr[A;cvkj,i,Ak,]]. (C34)
0 k 0 kk'

Writing the determinant back into the exponent we obtain the partition function with the effective action S g
of the field A

B
7z - JD[AT,A]e‘SeH - JD[AT,A] exp” dr[z TrIn@, + (A, A = Y Tr[A;cvkj,i,Ak,]”. (C.35)
0 k kK
The next step is to perform the mean-field approximation. We assume that the chief contribution to the
path integral originates from the configuration A(,?) which is static in T and minimizes the free energy. That
is to say, that the value of the integral is simply the integrand evaluated at this configuration. For brevity we

immediately drop the index (0). In mean-field approximation the partition function is given by
B
Zags = epr dT[Z Trln(d, + y [AT,A]) - ¥ Tr[A;ij,i,Ak,]]}. (C36)
0 k k'

Next we transform the integral from the imaginary time domain to the Matsubara frequency domain. The
Matsubara frequencies are discrete, hence the integral transforms into a sum. Remember that we have assumed
the A is independent of 7. We get

Zoge = exp[ S Trin(ay [AT, A] - iw,) - B Y Tr[sz,;,LAk,]]. (C37)
Ko, kk'
Then using identity TrIn = In det we can unravel part of the exponential function

Zyge = [ detl [T, A] - iwn)exp[-ﬁ ¥ Tr[ALV,;,i,Ak,]]. (C.38)
ki, kK



At this point we can use the partition function to compute the free energy using its definition

Fyp = ——In Zygp = — ln{ [T det(n[AT, A] - iwn)exp[—ﬁ Y Tr[AW;Cij,g,Ak,]”
:B ﬁ k,iw, k.k' (C 39)

1
=-= Y In(det(hy [AT, A] - iw,)) + ) Tr[ALVig Ap .
kiw, kk'
Taking the determinant of the BdG-Hamiltonian is equivalent to forming the product of all eigenvalues, so the

determinant evaluates to

det(hi[AT, A] - iw,) = [ [(Ex,, - iw,) (C.40)
v
with the eigenvalues Ej ,, of the BdG-Hamiltonian /i [A', A]. Plugging this back into the free energy and
rearranging
1 . -
—— ln[H(Ek)v - 1wn)] + Y ALV A ] (C.41)
ﬂ kjiw, v k'
1 . -
== > In[(E, —iw,)] + Y Tr[A}Vik Ap] (C.42)
kiiw,,v kk'
1 . -
=-= Y In(E, —iw,) + Y Tr[ALVik Ap]. (C.43)
kiiw,,v k.k'

In fact, we can evaluate the Matsubara sum, because the first term simply represents the free energy of free

fermions, for which the contour integral can be evaluated easily, see Appendix C. As a reminder:

LY nEy - iw,) = %ln(l 4 e PRy, (C.44)

iw,

With that result the mean-field free energy takes on a compact form

Fyg = —= Y In(1 + e Fo) + Y Tr[AL Vi A . (C.45)
Bix kk'

However, we can simplify this result further, because of particle-hole symmetry which guarantees that there are
always two eigenvalues with opposite sign. This property is also called Nambu doubling. We can hence split up
the sum over v into a single sum over » which only runs over the positive part of the spectrum. Applying some
simplifications we then have the mean-field free energy

FMF - _ Z[Ek,n + % ln(l + eﬁBEk,n)] =+ Z Tr[A‘;chtlirAk!] (C46)
kn k.k'

This is sometimes also written as

1 E
Fyp=—— Zln Pl
ﬁ kn

2cosh<T>] + ) Te[Af Vi Ap]. (C.47)
k.k'

This free energy has to be evaluated numerically in general because the functional form of Ej, ,, might not be

known and the sum is not computable.



Appendix D

Ginzburg-Landau free energy

An alternative approach to analyze the free energy just below the critical temperature is to expand it in powers
of the pairing potential to obtain the Ginzburg-Landau form. Let’s go back to the effective action (C.35)

7z - J DIAT, A] exp{ Lﬁ dr[; Trin(d, + by [AT, A]) - kzk THAL Vi Ay ] } (D.1)

This time we will not evaluate the first term directly but rather identify the full propagator of the system as
g71 = (ar + hk[ATr A])
7z - JD[AT,A] epr dT[Trlng CED Akvkk,Ak,]” (D.2)
kk'
Again we determine the free energy from the partition function, analogous to the previous calculation. This

time the free energy in mean-field approximation reads

Fyp = L J dT[Tran (1) + Z Tr[A] ka,Ak,]] (D.3)
B k!

Now we assume the pairing to be a perturbation to the normal state, so that i1 [AT, A]) = H, + %, where X is
the pairing. The Green's function of the normal state is Gy = (9, — H,) and therefore G™! = G;! — 2. Then we
can apply some logarithm identities

InG™! =In(G;" - 2) = In[G5' (1 - Gy2)] = In Gy +In(1 - G,X) (D.4)

and expand the matrix logarithm analogous to the scalar logarithm

© n 2 3 4

In(l+x)= Y™ X 0 X D.
( ) n;( ) ” St 3 T (D.s)
Therefore we find
1 1 1
In(1 - GyZ) = =Gy = 2Go2GyZ ~ 2GyXGo2GoZ — £ GoZG2Gy G . (D.6)

Remember that G, was block diagonal and X was block off-diagonal, i.e.

_ [ G(k,iw,) 0 [0 A
Go—< 0 G(k,iwn)> and Z_<A‘;( 0). (D.7)

Some simple matrix algebra confirms that all the odd orders in the free energy will vanish. With this at hand

we can write the free energy as

Foy = Fyp - Fy = % L dr{ Y ALYk b %Z 0Ok DALGR Y]] (D9)
k.k' =1



or after Matsubara transformation

(o]

Tr[(Ax Gk, iw,) A} Gk, iw,,))"]. (D.9)

S | =

_ 1
For =Y TrlAVip Apl+ - )
k.k' ﬁ k

—

n=

In the previous Appendix we have derived the form of the Ginzburg-Landau free energy in (D.9). The
second-order term which is quadratic in Ay (n = 1) and the fourth-order term which is quartic in A, are
important for the description of phase transitions. The second-order determines the leading instability, whereas
the fourth-order term selects the ground state from the leading manifold.

For the even-parity two-band superconductor in Chapter 3 we can compute the traces in the second term
for n = 1 and n = 2 using the notation of the pairing potential in the pseudospin basis. The traces have a simple

form

Te[ApGlk, )ALG(K, )] = 2(lyss 2 + [deP)G,G_ + G G,) + 2y, 2G.G, + 2lye PG G, (D.1o)
% Te[(A Gk, @)ALG(K, ))?]

= (2lyserl? +1di )’ = s + dy - i) (G2G2 + G2G?)
+ (I g1 + 14 ?) Clya . PG, Gy +2ly -IPG_G_)(G,G_ + G_G,)

+4Rely v (vier +di - di)]GL.G_G,G_ + |y I'GIGE + Iy _I*G2G2
1 - 2 ~ ~

= (T8l NG @)]) + (pia? + 1) =y + die - diP)(G2GE + GIGY)

+ (4 Re[W£,+WI:,—(WI%,I +dy-dy)] - Z(W’k,llz + |dk|2)2 - 2|1l’k,+1//k,—|2)G~+G—G+G—> (D.n)

with the particle-like and hole-like single-band Green’s functions G, = (iw — €,)™! and G, = (iw +€,)7},

respectively. The real part is an abbreviation for

2Relyi, - (Wier + i di)] = i v +vies + i dic® = v v 1P = lyiey + die - di (D.12)

As we have seen previously, the expressions for the intraband paring potential v .., and the interband pairing
potentials y; ; and dj depend on the choice of the pseudospin basis and turn out to be rather unwieldy. Luckily
certain combinations have a form that does not depend on this choice which allows us to relate the pairing
potentials in the pseudospin basis to their counterparts in the orbital basis. We have taken care to express the

second- and fourth-order term above only using these “basis-agnostic” quantities, which are for completeness

&l
Yis = Mo E nk’ (D.13)
|€
. &k - 7|
Wit |* + ldl® = I7g” - ’Ié, 7; , (D.14)
&
L. e ie)?
Vies +dy - dy = Ty - iy, — e el (D.15)

|12

Evaluation of the Ginzburg-Landau free energy

For the investigation of the time-reversal symmetry-breaking phase transition we will evaluate the fourth-order
coeflicient of the Ginzburg-Landau free energy, i.e. the momentum and frequency summations over (D.11).



First we perform a change of variables from momentum to energy for which it is convenient to write the two

normal-state energy eigenvalues as

f6.¢) f(6,¢)
= < a+ 5/3/4) a+ 55/4” (D16)

where €, = (& + 58/4)k> and £(0,¢) = [¥,(B*k} + 3y — BHk?k2.,)]"/*. In the spherical limit § = y there
is no cubic anisotropy and the term reduces to f(6,¢) =  which is angle independent. In this case we can

introduce a renormalized spin-orbit coupling 8 = B/(« + 53/4)

B ) B 3
=1 ——— +——u=(1lzt + pu. D.
e~ arspia) 0 o sppat = P x e (b-7)
Because the pairing is momentum-independent, the coeflicients of the Green’s functions in (D.11) will only
depend on the angular part of the momentum, whereas the Green’s functions will only depend on the magnitude

of the momentum. With the above parameterization we can then rewrite the sum over k as an integral over ¢,

Z—>J dQZJ deyD(ey), (D.18)

k,w

with the density of states
€ tH

P darspa

(D.19)

Generally the assumption of constant density of states at the Fermi surface is taken, i.e. D(¢;) = D(0). That
completely neglects any particle-hole asymmetry of the normal state. The density of states cannot be treated in

full, but it can be expanded. In the results shown in Figs. 4.2 and 4.3, we expanded the density of states up to

first order
~ VE €

D(GO) W 1+ — 2# (D.ZO)

Without the first-order correction to the density of states, the integrals evaluate to

2 - 1 iuf
kgT I dey(G*G? +G2G?) = ————— (2) R o , D.
B Z ol " )= 16n2(kBT)2 (B ~1)Re 2 2kgTrm (D.21)
kBTZJ dey(G,G GG ) = — <2Re[ o ] +log(16)> (D.22)
- 27 ZkgTn

1 1 iup
kyT J de)(G_.G_ GG, +G.G,G G )= —————| 4mkzTRe |y [ = -
i Z ol * )= 87rkBT‘u2ﬁ< S [V/ 2 2kgTm

. 1 il
-2u ([3 + 1) Im [1//(1) <§ - 21::—?71>1| +4mkgT(y + 10g(4))), (D.23)

7 dey(G,G 5.6 L 1 iup
kgT j de,(G.G.G G, +G.G.G,G,) = ——— | 4nkyTRe | ¢© [ = - L
B ; o 60( ++ + 10y + +) SHkBTM2ﬂ< TiKp € |:V/ 2 ZkBTT[

-2u (B - 1) Im [1//(1) <% - 2;‘;?71)] +4mkgT(y + 10g(4))), (D.24)
7¢(3)

Tan2 TR (- 1) (D-25)

kT Y j dey(G2G? + G2G2) =



Taking into account the correction term, the integrals evaluate to

§ 22 22 1 (1) 1 i!‘ﬁ
—- - 4 I'BI R G —
kBT J dGO (1 + )(G G + G G2 ) 1 2( . )2 ( ﬂkB /)) m |:1[/ y

2
+2‘u([§2—1)Re [W(Z)(%_Zlil:—gn)]) (D.26)

kBTZj deo<1+—>(G G.G.G) = M+Bz<2Re [H_l_ s ]+10g(16)>, (D.27)

2 2kgTm

oo 1 1 iuf
ki T dey(1+=2)(G.G.G G, +G.G,G.G.)=—————| 2mkzT Re | ¥ o
B l.wznj_oo 60( +2y)( * )= SnkBTyzﬁ( e e[w (2 2ky T

—2u (ﬁ + 1) Im [v/m <1 - ﬂ)] + 27k T(y + 10g(4))), (D.28)

2 2kgTn
0 A A % = _ 1 _ (0) l _ i.”B
kBTZ j_ deo( 2u> 6,6,6.G, +G,G.G,G,) = —SnkBT#ZB( 27k, T Re [w (2 szTn)]
~ 1 iulR
+2u (/3 - 1) Im [1,/“) <5 - 2}:‘%)] — 27k T(y + 10g(4))), (D.29)
kBTZJ de, (1 , —) (G2G? + G2G2) = 7¢63) . (D30)

a2k T (B2 - 1)

The form of the prefactors of these terms depends on the pairing state. A generic form of these coeflicients is
already given in (D.11). In the spherical limit all the time-reversal symmetric states are degenerate. The same
holds for the time-reversal symmetry-breaking states.



Appendix E

Spin susceptibility and Knight shift

In metals, the Knight shift is proportional to the paramagnetic susceptibility of the material. In superconductors,
the Knight shift is in fact the only reliable probe of the bulk susceptibility because diamagnetic shielding by
supercurrent will shadow all other contributions [254].

The conduction electrons of a metal are susceptible to external magnetic fields. At the same time, their
coupling to the nuclear spins of the atoms is very weak. This can be exploited to probe the magnetic response
of a material with good sensitivity using nuclear magnetic resonance (NMR) techniques. The induced field
will oppose the applied field as per Lenz’s law which will shift the magnetic resonance away from the Larmor
frequency. This is known as the Knight shift.

To calculate the spin susceptibility we start from the interaction of the electron magnetic moment with an

applied ac magnetic field as such
V() = —-m - He ™, (E.1)
m = gy Z S (E.2)
i
where V (¢) denotes the time-dependent interaction and m is the magnetic moment associated with the electron
spin S.
We may now calculate the physical magnetization in linear response by computing the expectation value of

the electron magnetic moment in the interaction picture by expanding the S matrix to first-order of perturbation
theory. This yields

t
M () = (m, (1)), = —ij ([mg, (1), V(")) dt'. (E3)

It is convenient to switch to imaginary time, such that we can evaluate the expectation value in Matsubara space
T .
M, (i) = J £ (T, e (r)mg(0)) Hy dir. (E.4)
0

At this point we identify the dynamical susceptibility which is usually written momentum-resolved

Kep@ia) = [ e (T,m, (g, Thmg(-q,0)) de (Es)
0
where )
R S:(1t) = — di(k +q, “d. (k,T). E.6
my(q r)ocZ (1) Nk,,,z,a,b $(k + q,1)05,d, (k, T) (E.6)

Plugging in the magnetic moment as defined above we find an expression for the spin-, momentum-, and

frequency-resolved magnetic susceptibility

; 1 ! 0T s
Xap (@ @) = N Z Jo e o0 (T.dl(k + q,7)dy(k,T)d} (k' — q,0)d (k’,0)) dr. (E.7)
kk"a,b



This expression is completely general and agnostic to the microscopic details of the model, which enter in the
evaluation of the expectation value. To evaluate this expectation value we apply Wick’s theorem, but since we are
dealing with a superconductor we have to be wary of anomalous averages which usually vanish in the metallic
case. In the case of a single-band singlet superconductor without spin-orbit coupling, the spin directions are all

equivalent and we can therefore drop the spin indices

. 1 T
x(giw) = N7 kzkl L (T d"(k + q,7)d(k,7)d" (k' - q,0)d(k’,0)) dr. (E.8)
We rearrange the terms and apply Wick’s theorem to decompose the expectation value and identify the def-
inition of the Green’s functions G(k, ) = (T,d(k, 7)d"(k,0)) and the anomalous Green’s functions F(k,T) =
(T, d(k, 7)d(-k,0)). Fourier transforming the result into Matsubara space we find

X = L (G(k,iw,)G(k + q,iw, — iw) — F(k,iw,)F* (k + q,iw, — iw)). (E.9)

Nﬁ kiiw,

Further we can determine the normal and anomalous Green’s functions by solving the Gor’kov equations,
assuming that €, = €_; and abbreviating iw, = iw. Because everything is scalar, solving these equations is

straightforward and we find the following textbook solution [253]

3+ F0-5)
+

2
G(k,iw) = , E.10
( lw) l(v — Ek l(l) + Ek ( ! )
A A
F(k, i) = ——25x 25 (E.11)

iw-E iw+E

It is now possible to evaluate the Matsubara frequency summation. The summations in the present case are
well-known and usually tabulated.

To relate the susceptibility to the Knight shift, we assume an external magnetic field and therefore the
momentum transfer is g = 0. We also neglect the frequency dependence, i.e. we assume the static limit w — 0.
With this we have the spin susceptibility in the static limit which corresponds to the Knight shift due to an
external magnetic field. We can perform a final transformation from the momentum space summation to

integration over energies where D, (E) denotes the density of states in the normal-state

x(@=0,iw=0)= ﬁ ;sechz(i—’%) (E.a2)
1 1 E
-1 Ik h2<—"> E.
1 (2n) J]Rs I\t (E13)
_1 J-oo de;, Dy (e )sech2<i) (E14)
T4 ) KR 2kT 4
=~ DOT(O) J_OO dey sech2<%>. (E.15)

This result is familiar from Yosida [199]. The Yosida function Y (T) is usually defined as

Y(T) = i LO dey sechz(zl;:{—kT) (E.16)
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